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Preface

This Application Guide describes how to configure and use the WebOS 8.0 software included
in the Alteon WebSystems family of switches.

For documentation on installing the switches physically, see the hardware installation guide for
your particular switch model.

Who Should Use This Book

This Application Guideisintended for network installers and system administrators engaged in
configuring and maintaining a network. It assumes that you are familiar with Ethernet con-
cepts, |P addressing, the IEEE 802.1d Spanning-Tree Protocol, and SNM P configuration
parameters.

What You'll Find in This Book

The chaptersin this book will help you plan, implement, and administer the use of WebOS 8.0
software features. Where possible, each chapter provides a conceptual overview of a specific
WebOS feature or functional area, usage examples, and, configuration instructions for imple-
menting the feature(s) on an Alteon WebSystems switch.

Alteon Systems 15
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Typographic Conventions

The following table describes the typographic styles used in this book.

Table 1 Typographic Conventions

Typeface or  Meaning Example
Symbol

AaBbCc123  Thistypeisused for names of commands, View ther eadne. t xt file.
files, and directories used within the text.

It also depicts on-screen computer output and  Mai n#
prompts.

AaBbCc123  Thisbold type appearsin command exam- Mai n# sys
ples. It showstext that must be typed in
exactly as shown.

AaBbCc123 Thisitalicized type appears in command To establish a Telnet session, enter:
examplesasaparameter placeholder. Replace host # tel net IP-address
the indicated text with the appropriate real
name or value when using the command.

This also shows book titles, specia terms, or  Read your User’s Guidethoroughly.
words to be emphasized.

[ 1 Command items shown inside brackets are host# |s [-a]
optional and can be used or excluded as the
situation demands. Do not type the brackets.

16 m Preface Alteon Systems
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Contacting Alteon Networks

Use the following information to access Alteon WebSystems support and sales.

B URL for Alteon WebSystems Online:
http://ww. al t eonwebsyst ens. com

This website includes product information, software updates, release notes, and white
papers. The website also includes access to Alteon WebSystems Customer Support for
accounts under warranty or that are covered by a maintenance contract.

B E-mail access:
support @l t eonwebsyst ens. com
E-mail access to Alteon WebSystems Customer Support is available to accounts that are
under warranty or covered by a maintenance contract.
B Telephone access to Alteon WebSystems Customer Support:

1-888-Alteon0 (or 1-888-258-3660)
1-408-360-5695

Telephone access to Alteon WebSystems Customer Support is available to accounts that
are under warranty or covered by a maintenance contract. Normal business hours are
8 am. to 6 p.m. Pacific Standard Time.

B Telephone access to Alteon WebSystems Sales:

1-888-Alteon2 (or 1-888-258-3662), and press 2 for Sales
1-408-360-5600, and press 2 for Sales

Telephone access is available for information regarding product sales and upgrades.

Alteon Systems Preface m 17
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CHAPTER 1
Server Load Balancing

This chapter describes how to configure and use the optional Layer 4 software for Server Load
Balancing (SLB). For information on activating this optional software, see your WebOS 8.0
Command Reference.

Overview

Benefits

SL B benefits your network in a number of ways:

B Increased efficiency for server utilization and network bandwidth

With SLB, your Alteon WebOS switch is aware of the shared services provided by your
server pool. The switch can then balance user session traffic among the available servers.
For even greater control, traffic is distributed according to a variety of user-selectable
rules.

By helping to eliminate server over-utilization, important session traffic gets through more
easily, reducing user competition for connections on overworked servers.

B Increased reliability of servicesto users

If any server in a server pool fails, the remaining servers continue to provide access to
vital applications and data. The failed server can be brought back up without interrupting
access to services.

B Increased scalability of services

As users are added and the server pool’s capabilities are saturated, new servers can be
added to the pool transparently.

Alteon Systems 19
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Identifying Your Network Needs

SLB may be the right option for addressing these vital network concerns:

A single server no longer meets the demand for its particular application.
The connection from your LAN to your server overloads the server’s capacity.

Your NT and UNIX servers hold critical application data and must remain available even
in the event of a server failure.

Your website is being used as a way to do business and for taking orders from customers.
It must not become overloaded or unavailable.

You want to use multiple servers or hot-standby servers for maximum server uptime.
You must be able to scale your applications to meet client and LAN request capacity.

You can't afford to continue using an inferior load balancing technique such as DNS round
robin, or a software-only system.

How SLB Works

In an average network that employs multiple servers without server load balancing, each servel
usually specializes in providing one or two unique services. If one of these servers provides
access to applications or data which is in high demand, it can become over-utilized. Placing this
kind of strain on a server can decrease the performance of the entire network as user requests ¢
rejected by the server and then resubmitted by the user stations. Ironically, over-utilization of
key servers often happens in networks where other servers are actually under-utilized.

The solution to getting the most from your servers is SLB, an optional feature on Alteon Web-
Systems Web switches. With this software feature, the switch is aware of the services provided
by each server, and can direct user session traffic to an appropriate server based on a variety «
load balancing algorithms.

20 m Chapter 1: Server Load Balancing Alteon Systems
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Figure 1-1 Traditional vs. SLB network configurations

To provide load balancing for any particular type of service, each server in the pool must have
access to identical content, either directly (duplicated on each server) or through a back-end
network (mounting the same file system or database server).

The Web switch, with SLB software, acts as afront-end to the servers, interpreting user session
reguests and distributing them among the available servers. To accomplish this, the switch is
configured to act as avirtual server and is given avirtual |P address (or range of addresses) for
each collection of servicesit will distribute. Depending on your switch model, there can be as
many as 256 virtual servers on the switch, each distributing up to eight different services (up to
atotal of 2048 services).

Each virtual server isassigned alist of thereal |P addresses (or range of addresses) of the real
serversin the pool where its services reside. When the user stations request connections to a
service, they will communicate with avirtual server on the switch. When the switch receives
the request, it binds the session to the real | P address of the best available real server, and
remaps the fields in each frame from virtual addresses to real addresses.

Alteon Systems Chapter 1: Server Load Balancing m 21
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Network Topology Considerations

When deploying SLB, there are afew key aspects to consider:

In standard SLB, all client requeststo avirtual 1P address and al responsesfrom the real serv-
ersmust passthrough the switch. If alternate paths exist between the client and the real servers
(asshown in the figure below), the Web switch can be configured to proxy requestsin order to
guarantee that responses use the correct path (see “Proxy IP Addresses for Complex SLB Net-
works” on page 36

T |

Internet Router/\”:s Server

'V = ACEswi R

[ V switch =
' # =
.. - E X

u

Cl|ents Switch

A L8 | 8

=
\ -
CmmmEw, \ :
= =
Alternate path is not valid with ‘ =~

Layer 4 services. IP proxy addresses
must be used on the ACEswitch. Server Pool #2

Server Pool #1

Figure 1-2 SLB Client/Server traffic routing

Identical content must be available to each server in the same pool. Either of these meth-
ods can be used:

O Static applications and data are duplicated on each real server in the pool.

O Each real server in the pool has access to the same data through use of a shared file
system or back-end database server.

Some services require that a series of client requests goes to the same real server so tha
session-specific state data can be retained between connections. Services of this nature
include Web search results, multi-page forms that the user fills in, or custom Web-based
applications typically created usiegi - bi n scripts. Connections for these types of ser-
vices must be configured as “persistent” (€&apter 7, “Persistencg’or must use the

m nmi sses orhash metrics (seéMetrics for Real Server Groups” on page.31

22 m Chapter 1: Server Load Balancing Alteon Systems
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B Clientsand servers can be connected through the same switch port. Each port in use on the
switch can be configured to process client requests, server traffic, or both. You can enable
or disable processing on a port independently for each type of Layer 4 traffic.

O Layer 4 client processing. Ports configured to process client request traffic provide
address trandation from the virtual 1P to the real server IP address.

O Layer 4 server processing. Ports configured to process server responses to client
reguests provide address translation from the real server IP address to the virtual IP
address. These ports require real serversto be connected to the Web switch, directly or
through a hub, router, or another switch.

NoTE — Switch ports configured for Layer 4 client/server processing can simultaneously pro-
vide Layer 2 switching and IP Routing functions.

Consider the following network topology:

@ Client Processing Web servers initiate DNS requests
which are load balanced

Server Processin
e 9 to DNS servers .E

Router E - =~ DNS
ACEswitch 180 — Server
Internet \ Pool
-
h'd -
Clients on the Internet . = \éVEb
initiate HTTP sessions which —~ erver
\ Pool

are load balanced to web servers

Figure 1-3 Example Network for Client/Server Port Configuration

In thisfigure, the switch load bal ances traffic to a Web server pool and to a DNS server
pool. The switch port connected to the Web server pool is asked to perform both server
and client processing.

Some topologies require special configuration. For example, if clients were added to
switch B in the example above, these clients could not access the Web server pool using
SLB services except through a proxy |P address configured on port 2 of the Alteon Web-
Systems Web switch.

Alteon Systems Chapter 1: Server Load Balancing ® 23
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SLB Implementation

Web Hosting Configuration

Consider a situation where customer Web sites are being hosted by a popular Web hosting
company and/or Internet Service Provider (ISP). The Web content isrelatively staticand is
kept on asingle NFS server for easy administration. As the customer base increases, so does
the number of simultaneous Web connection requests.

Web Clients Web Server
. [r u As cllents mcrease the server becomes overloaded
|
— "1'"1' L L T 1
l‘[’ l-f “Wr NI -NE-NE-NE
L NFS Server
[
[r Internet ___ -n
- — Web Host T
.l’ Router
B g

Figure 1-4 Web Hosting Configuration without VLSB

Such a company has three primary needs:

B Increased server availability
B Server performance scalable to match new customer demands
B Easy administration of network and servers

24 m Chapter 1: Server Load Balancing Alteon “(ﬁé?}liﬂteggo%
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Figure 1-5 Web Hosting with SLB Solutions

Each concern about this company'’s site can be addressed by adding an Alteon WebSystems
Web switch with optional SLB software.

B Reliability is increased by providing multiple paths from the clients to the Web switch,
and by access to a pool of servers that have identical content. If one server fails, the others
can take up the additional load.

B Performance is improved by balancing the Web request load across multiple servers. More
servers can be added at any time to increase processing power.

B For ease of maintenance, servers can be added or removed dynamically without interrupt-
ing shared services.

AIteon(VcéSystems Chapter 1: Server Load Balancing m 25
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Example Configuration for the Web Hosting Solution

In the following examples, many of the SLB options are lft to their default values. See “Addi-
tional SLB Options” on page J0r more options.

The following is required prior to configuration:

B You must be connected to the switch command-line interface as the administrator (see
your WebOS 8.0 Command Reference).

B The optional SLB software must be enabled (see YWhOS 8.0 Command Reference).

NOTE — For details about any of the menu commands described in this example, see your
WebOS 8.0 Command Reference.

1. Assign an |P addressto each of thereal serversin the server pool.

Therea serversin any given real server group must have an IP route to the switch that will
perform the SLB functions. Thisis most easily accomplished by placing the switches and serv-
erson the same | P subnet, although advanced routing techniques can be used as long as they do
not violate the topology rules outlined in “Network Topology Considerations” on page. 22

For this example, the three Web-host real servers have been given the following IP addresses
on the same IP subnet:

Table 1-1 Web Host Example: Real Server IP addresses

Real Server IP address

Server A 200.200.200.2
Server B 200.200.200.3
Server C 200.200.200.4

NOTE — Animask option can be used to define arange of | P addresses for real and virtual serv-
ers (see “IP Address Ranges Using imask” on pagé. 30

26 m Chapter 1: Server Load Balancing Alteon 05008§Ay§/|teg01050
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2. Definean IP interface on the switch.
The switch must have an IP route to all of the real servers which receive Web switching ser-
vices. For SLB, the switch uses this path to determine the level of TCP/IP reachability of the
real servers.
To configure an IP interface for this example, enter these commands from the CLI:
>> # [cfglipl/lif 1 (Select IP interface #1)
>> | P Interface 1# addr 200.200.200. 100 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface #1)
3. On the switch, define each real server.
For each real server, you must assign areal server number, specify its actual |P address, and
enable the real server. For example:
>> | P Interface 1# /cfg/slb/real 1 (Server Alisreal server 1)
>> Real server 1 # rip 200.200.200.2 (Assign Server A IP address)
>> Real server 1 # ena (Enablereal server 1)
>> Real server 1 # ../real 2 (Server Bisreal server 2)
>> Real server 2 # rip 200.200.200.3 (Assign Server B IP address)
>> Real server 2 # ena (Enablereal server 2)
>> Real server 2 # ../real 3 (Server Cisreal server 3)
>> Real server 3 # rip 200.200.200.4 (Assign Server C IP address)
>> Real server 3 # ena (Enablereal server 3)
4. Ontheswitch, defineareal server group.
This combines the three real serversinto one service group:
>> Real server 3 # /cfg/slb/group 1 (Select real server group 1)
>> Real server group 1# add 1 (Add real server 1togroup 1)
>> Real server group 1# add 2 (Add real server 2to group 1)
>> Real server group 1# add 3 (Add real server 3to group 1)
Alteon Systems Chapter 1: Server Load Balancing m 27
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5. On theswitch, define a virtual server.

All client requests will be addressed to avirtual |P address on avirtual server defined on the
switch. Clients acquire the virtual |P address through normal DNS resolution. In this example,
HTTPis configured as the only service running on this virtual server, and this service is associ-
ated with our real server group. For example:

>> Real server group 1 # /cfg/slb/virt 1 (Selectvirtual server 1)

>> Virtual server 1# vip 200.200.200.1 (Assign avirtual server IP address)
>> Virtual server 1# service http (Select the HTTP service menu)

>> Virtual server 1 http Service# group 1 (Associatevirtual portto real group)
>> Virtual server 1 http Service# ../ena (Enablethevirtual server)

NoOTE — This configuration is not limited to HTTP Web service. Other TCP/IP services can be
configured in asimilar fashion. For alist of other well-known services and ports, see the com-
mand option information in your WWebOS 8.0 Command Reference.

6. Ontheswitch, definethe port settings.

In this example, the following ports are being used on the Web switch:

Table 1-2 Web Host Example: Port Usage

Port Host L4 Processing
1 Server A, which serves SLB requests. Server
2 Server B, which serves SLB requests. Server
3 Server C, which serves SLB requests. Server
4 Back-end NFS server. All three real servers get their Web content None
from this machine. This port does not require Web switching fea-
tures.
5 Client router A. This connects the switch to the Internet whereclient  Client

requests originate.

6 Client router B. This also connects the switch to the Internet where  Client
client requests originate.
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>> Virtual server 1# /cfg/slb/port 1
>> SLB port 1# server ena

>> SLB port 1# ../port 2

>> SLB port 2# server ene

>> SLB port 2# ../port 3

>> SLB port 3# server ena

>> SLB port 3# ../port 5

>> SLB port 5# client ena

>> SLB port 5# ../port 6

>> SLB port 6# client ena

(Select physical switch port 1)
(Enable server processing on port 1)
(Select physical switch port 2)
(Enable server processing on port 2)
(Select physical switch port 3)
(Enable server processing on port 3)
(Select physical switch port 5)
(Enable client processing on port 5)
(Select physical switch port 6)
(Enable client processing on port 6)

7. Ontheswitch, enable, apply, and verify the configuration.

>> SLB port 6# ..

>> Server Load Bal anci ng# on
>> Server Load Bal anci ng# apply
>> Server Load Bal anci ng# cur

(Select the SLB Menu)

(Turn Server Load Balancing on)
(Make your changes active)
(View current settings)

Examine the resulting information. If any settings are incorrect, make any appropriate changes.

8. Ontheswitch, save your new configuration changes.

>> Server Load Bal anci ng# save

(Save for restore after reboot)

9. Ontheswitch, check the Server Load Balancing infor mation.

>> Server Load Bal ancing# /info/slb/dunmp

(View 9B information)

Check that all Server Load Balancing parameters are working according to expectation. If nec-
essary, make any appropriate configuration changes and then check the information again.
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Additional SLB Options

In the examples above, many of the SLB options are left to their default values. The following
configuration options can be used to tune the system.

NOTE — You must appl y any changesin order for them to take effect, and you must save
them if you wish them remain in effect after switch reboot.

IP Address Ranges Using imask

Thei mask option lets you define arange of |P addresses for the real and virtual servers config-
ured under SLB. By default, thei mask setting is 255.255.255.255, which means that each real
and virtual server represents asingle |P address. An imask setting of 255.255.255.0 would mean
that each real and virtual server represents 256 | P addresses. Consider the following example:

B A virtual server is configured with an IP address of 172.16.10.1.
B Real servers 172.16.20.1 and 172.16.30.1 are assigned to service the virtual server.
B Theimask is set to 255.255.255.0.

If the client request was sent to virtual 1P address 172.16.10.45, the unmasked portion of the
virtual 1P address (0.0.0.45) gets mapped directly to whichever real |P addressis selected by
the SLB algorithm. Thus, the request would be sent to either 172.16.20.45 or 172.16.30.45.

Health Checks for Real Servers

Determining health for each real server is anecessary function for SLB. By default for TCP ser-
vices, the switch checks health by opening a TCP connection to each service port configured as
part of each virtual service. For UDP services, the switch pings servers to determine their status.

By default, the switch checks the status of each service on each real server every two seconds.
Sometimes, the real server may be too busy processing connections to respond to health checks.
By defaullt, if a service does not respond to four consecutive health checks, the switch declares
the service unavailable. Both the health check interval and the number of retries can be changed:

>> # [cfg/slbl/real <real server number> (Select the real server)

>> Real server# inter 4 (Check real server every 4 seconds)

>> Real server# retry 6 (If 6 consecutive health checks fail,,
declarereal server down)

More complex health-checking strategies may also be used. See Chapter 4, “Health Checking”
for more details.
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Metrics for Real Server Groups

Metrics are used for selecting which real server in agroup will receive the next client connec-
tion. The available metricsare mi nmi sses (minimum misses), hash, | east conns (least
connections), and r oundr obi n, explained in detail below.

Thedefault metricis| east conns. To change areal server group metric, to m nmm sses for
example, enter:

>> # [cfgl/slbl/lgroup <group number> (Select the real server group)
>> Real server group# netric mnmsses (Use minmisses metric)

Minimum Misses

Them nni sses (minimum misses) metric is optimized for Application Redirection. It uses
IP address information in the client request to select a server. The specific |P address informa-
tion used depends on the application:

B For Application Redirection, the client destination |P addressis used. All requests for a
specific | P destination address will be sent to the same server. Thisis particularly useful in
caching applications, hel ping to maximize successful cache hits. Best statistical 1oad bal-
ancing is achieved when the | P address destinations of |oad balanced frames are spread
across a broad range of |P subnets.

B For SLB, theclient source IP address and real server address are used. All requests from a
specific client will be sent to the same server. Thisisuseful for applications where client
information must be retained on the server between sessions. Server load with this metric
becomes most evenly balanced as the number of active clients with different source or
destination addresses increases.

When selecting a server, the switch will calculate a score for each available real server based
on the relevant IP address information. The server that scores the highest is assigned the con-
nection. This metric attempts to minimize the disruption of persistency when servers are
removed from service. This metric should be used only when persistence is a must.

NOTE — This metric cannot be used for Firewall Load Balancing (FWLB) since the real server
I P addresses used in calculating the score for this metric are different on each side of the fire-
wall.

Alteon Systems Chapter 1: Server Load Balancing m 31
050087A, May 2000



WebOS 8.0 Application Guide

Hash

The hash metric uses |P address information in the client request to select a server. The spe-
cific IP address information used depends on the application:

B For Application Redirection, the client destination |P addressis used. All requestsfor a
specific IP destination address will be sent to the same server. Thisis particularly useful
for maximizing successful cache hits.

B For SLB, theclient source |P addressis used. All requests from a specific client will be
sent to the same server. Thisis useful for applications where client information must be
retained between sessions.

B For FWLB, both the source and destination | P address are used. This helps ensure that the
two unidirectional flows of a given session to be redirected to the same firewall.

When selecting a server, a mathematical “hash” of the relevant IP address information is used
as an index into the list of currently available servers. Any given IP address information will
always have the same hash result, providing natural persistence as long as the server list is si
ble. However, if a server is added to or leaves the mix, then a different server might be
assigned to a subsequent session with the same IP address information even though the origin
server is still available. Open connections are not cleared.

This metric provides more even load balancing thianmi sses at any given instant. It
should be used if the statistical load balancing achieved osingi sses is not as optimal

as desired. If the load balancing statistics witmm sses indicate that one server is process-
ing significantly more requests over time than other servers, consider ushasthenetric.

Least Connections

With thel east conns metric, the number of connections currently open on each real server
is measured in real time. The server with the fewest current connections is considered to be th
best choice for the next client connection request.

This option is the most self-regulating, with the fastest servers typically getting the most con-
nections over time, due to their ability to accept, process, and shut down connections faster
than slower servers.

Round Robin

With ther oundr obi n metric, new connections are issued to each server in turn: the first real
server in this group gets the first connection, the second real server gets the next connection,
followed by the third real server, and so on. When all the real servers in this group have
received at least one connection, the issuing process starts over with the first real server.
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Weights for Real Servers

Weights can be assigned to each real server. These weights bias load balancing to give the fast-
est real servers abigger share of connections during load balancing. Weight is specified asa
number from 1 to 48. Each increment increases the number of connectionsthe real server gets.
By default, each real server is given aweight setting of 1. A setting of 10 would assign the
server roughly 10 times the number of connections as a server with aweight of 1. To set
weights, enter the following commands:

>> # [cfg/slbl/real <real server number> (Select thereal server)
>> Real server# weight 10 (20 times the number of connections)

NoOTE — Weights are not applied when using the hash or mi nm sses metrics.

Connection Time-outs for Real Servers

In some cases, open TCP/IP sessions might not be closed properly (for example, the switch
receives the SYNfor the session, but no FI Nis sent). If asessionisinactive for 10 minutes (the
default), it is released from the switch. To change the time-out period, enter the following:

>> # [cfg/slbl/real <real server number> (Select the real server)
>> Real server# tnout 4 (Specify an even numbered interval)

The example above would change the time-out period of all connections on the designated real
server to 4 minutes.
Maximum Connections for Real Servers

You can set the number of open connections each real server is allowed to handle for Server
Load Balancing. To set the connection limit, enter the following:

>> # [cfg/slbl/real <real server number> (Select thereal server)
>> Real server# nmaxcon 1600 (Allow 1600 connections maxi mum)

Values average between about 500 HTTP connections for slower servers, up to 1,500 for
quicker, multi-processor servers. The appropriate value also depends on the duration of each
session, aswell as how much CPU capacity is occupied by processing each session. Connec-
tionsthat use alot of Javaor CA scriptsfor forms or searches require more server resources
and thus alower maxcon limit. You may wish to use a performance bench-mark tool to deter-
mine how many connections your real servers can handle.

When a server reachesits naxcon limit, the switch no longer sends new connections to the
server. When the server drops back below the maxcon limit, new sessions are again allowed.
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Backup/Overflow Servers

A real server can backup other real servers, and can handle overflow traffic when the maximum
connection limit is reached. Each backup real server must be assigned area server number and
real |P address. It must then be enabled. Finally, the backup must be assigned to each real server
it will backup. The following defines real server #4 as a backup for real servers#1 and #2:

>> # [cfg/slb/real 4 (Select real server #4 as backup)
>> Real server 4 # rip 200.200.200.5 (Assign backup IP address)

>> Real server 4 # ena (Enable real server #4)

>> Real server 4 # ../real 1 (Select real server #1)

>> Real server 1 # backup 4 (Real server #4 is backup for #1)
>> Real server 1 # ../real 2 (Select real server #2)

>> Real server 2 # backup 4 (Real server #4 is backup for #2)

In asimilar fashion, abackup/overflow server can be assigned to areal server group. If all real
serversin areal server group fail or overflow, the backup comes online.

>> # [cfg/slbl/lgroup <real server group number> (Select real server group)
>> Real server group# backup r4 (Assign real server #4 as backup)

Real server groups can also use another real server group for backup/overflow:

>> # [cfg/slblgroup <real server group number> (Select real server group)
>> Real server group# backup g2 (Assign group #2 as backup)

Mapping Virtual Ports to Real Ports

In addition to providing direct real server accessin some situations (see “Port Mapping” on

page 49, mapping is required when administrators choose to execute their real server processe:
on different TCP/UDP ports than the well known TCP/UDP ports. Otherwise, virtual server
ports are mapped directly to real server ports by default and require no mapping configuration.

Port mapping is configured from the virtual server services menu. For example, to map the vir-
tual server TCP/UDP port 80 to real server TCP/UDP port 8004, you could enter the following:

>> # [cfg/slb/virt 1/service 80 (Select virtual server port 80)
>> Virtual Server 1 http Service# rport 8004 (map toreal port 8004)

NoOTE — Port mapping is supported with Direct Access Mode when filtering is enabled, aproxy
IP address is configured, or URL parsing is enabled on any switch port. For information about
DAM, refer to “Direct Access Mode” on page 39
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Direct Server Return

Using the Direct Server Return (DSR) feature, the server can respond directly to the client.
This capability isuseful for sites where large amounts of data are going from serversto clients,
such as with content providers or portal sites that typically have asymmetric traffic patterns.

DSR and content-intelligent Layer 7 switching cannot be performed at the sametime. Thisis
because content intelligent switching requires that all frames must go back to the switch for
connection splicing.

NOTE — DSR requires that the server must be set up to receive frames that have an |P destina-
tion address that is equal to the virtual server |P address(es).

The sequence of steps that are executed in this scenario are listed and pictured below:
A client request isforwar ded to the Web switch.

Because only MAC addresses are substituted, the switch forwardstherequest to the best
server, based on the configured load balancing palicy.

Theserver respondsdirectly to the client, bypassing the switch, using the virtual IP
address asthe | P sour ce address.

Internet

Load Balancer

Server Farm

Figure 1-6 Direct Server Return

To set up direct server return, use the following commands:

>> # [cfgl/slbl/real <real server number>/ subrmac ena
>> # [cfg/slb/virt <virtual server number>/ servi ce <servicenumber>/nonat ena
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Proxy IP Addresses for Complex SLB Networks

For standard SLB, all client-to-server requests to a particular virtual server and all related
server-to-client responses must pass through the same Web switch.

In complex network topologies, routers and other devices can create alternate paths around the
Web switch managing SLB functions (see Figure 1-2 on page 22). Under such conditions, the
client switch ports can use a proxy P address.

When the client requests services from the switch’s virtual server, the client sends its own IP
address for use as a return address. If a proxy IP address is configured for the client port on th
switch, the switch replaces the client’s source IP address with the switch’s own proxy IP
address before sending the request to the real server. This creates the illusion that the switch
originated the request. The real server uses the switch’s proxy IP address as the destination
address for any response. This forces the SLB traffic to return through the proper switch,
regardless of alternate paths. Once the switch receives the proxied data, it puts the original cli
ent IP address into the destination address and sends the packet to the client. This process is
transparent to the client.

NOTE — Because requests appear to come from the switch proxy | P address rather than the cli-
ent source | P address, use of proxy addresses can generate misleading information for network
statistics or debugging.

The proxy |P address can also be used for direct access to the real servers (see “Direct Client
Access to Real Servers” on pagg.39

The following procedure can be used for configuring proxy IP addresses:
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1. Disableserver processing on affected switch ports.

When implementing proxies, switch ports can be re-configured to disable server processing.
Re-examining the “Example Configuration for the Web Hosting Solution” on paggetlé fol-
lowing revised port conditions are used:

Table 1-3 Proxy Example: ACEswitch 180 Port Usage

Port Host L4 Processing
1 Server A None
2 Server B None
3 Server C None
4 Back-end NFS server. All threereal servers get their Web content from None

this machine. This port does not require Web switching.

5 Client router A. This connects the switch to the Internet where dl cli-  Client
ent requests originate.

6 Client router B. This also connects the switch to the Internet where all  Client
client requests originate.

The following commands are used to disable server processing on ports 1-3:

>> # [cfg/slb/port 1 (Select switch port #1)
>> SLB port 1# server dis (Disable server processing on port #1)
>> SLB port 1# ../port 2 (Select switch port #2)
>> SLB port 2# server dis (Disable server processing on port #2)
>> SLB port 2# ../port 3 (Select switch port #3)
>> SLB port 3# server dis (Disable server processing on port #3)

2. Add proxy | P addressesto the client ports.

Each ‘cl i ent " ports requires a proxy IP address. Each proxy IP address must be unique on
your network. The following shows commands used to configure client proxies for this exam-

ple:

>> # [cfg/slb/port 5 (Select network port #5)

>> SLB port 5# pip 200.200. 200. 68 (Set proxy IP address for client port #5)
>> SLB port 5# ../port 6 (Select network port #6)

>> SLB port 6# pip 200.200.200. 69 (Set proxy IP address for client port #6)

The proxies are transparent to the user.
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3. IftheVMA featureisenabled, add proxy | P addressesfor all other switch ports (except

Port 9).
Virtual Matrix Architecture (VMA) isnormally enabled on the switch. In addition to enhanced
resource management, this feature eliminates many of the restrictions found in earlier versions
of the WebOS. It does require, however, than when any switch port is configured with a proxy
IP address, all ports must be configured with proxy 1P addresses. Otherwise, if VMA is dis-
abled, only the client port need proxy IP addresses and this step can be skipped.
The following commands can be used for configuring the additional unique proxy IP
addresses:

>> SLB port 6# ../port 1 (Select network port #1)

>> SLB port 1# pip 200.200. 200. 70 (Set proxy IP address for port #1)

>> SLB port 1# ../port 2 (Select network port #2)

>> SLB port 2# pip 200.200.200.71 (Set proxy IP address for port #2)

>> SLB port 2# ../port 3 (Select network port #3)

>> SLB port 3# pip 200.200.200. 72 (Set proxy IP address for port #3)

>> SLB port 3# ../port 4 (Select network port #4)

>> SLB port 4# pip 200. 200. 200. 73 (Set proxy IP address for port #4)

>> SLB port 4# ../port 7 (Select network port #7)

>> SLB port 7# pip 200.200.200.74 (Set proxy IP address for port #7)

>> SLB port 7# ../port 8 (Select network port #8)

>> SLB port 8# pip 200.200.200. 75 (Set proxy IP address for port #8)
NOTE — Port 9 does not require a proxy |P address under VMA.
See the Web0S 8.0 Command Reference for more information (/ cf g/ sl b/ adv/ mat ri x).

4. Apply and save your changes.
NOTE — Remember that you must appl y any changesin order for them to take effect, and you
must save them if you wish them remain in effect after switch reboot. Also, the/ i nf o/ sl b
command is useful for checking the state of Server Load Balancing operations.
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Direct Client Access to Real Servers

Some clients may need direct accessto the real servers, to, for example, monitor areal server
from amanagement workstation. This access can be provided in a number of ways:

B Direct Access Mode
B Multiple IP addresses on the server
B Proxy IP addresses

B Port mapping

B Management network

Direct Access Mode

When Direct Access Mode (/ cf g/ sl b/ di r ect ) isenabled on a switch, any client can
communicate with any real server’s load-balanced service. Also, in Direct Access Mode, any
number of virtual services can be configured to load balance a real service.

Traffic sent directly to real server IP addresses is excluded from load balancing decisions. The
same clients may also communicate to the virtual server IP address for load balanced requests.

NoTE — When Direct Access Mode is enabled on a switch, port mapping and default gateway
load balancing is supported only when filtering is enabled, a proxy |P address is configured, or
URL parsing is enabled on any switch port.

Multiple IP Addresses on the Server

Oneway to provide both SLB access and direct accessto areal server isto assign multiple IP
addresses to the real server. For example, one |P address could be established exclusively for
SLB, and another could be used for direct access needs.

Proxy IP Addresses

Proxy IP addresses are used primarily to eliminate SLB topology restrictions in complex net-
works (see “Network Topology Considerations” on page)2Rroxy IP addresses can also pro-
vide direct access to real servers.

If the switch port to the client is configured with a proxy IP address‘Pyesy IP Addresses

for Complex SLB Networks” on page B@he client can access each real server directly using
the real server’s IP address. This requires that the switch port connected to the real server has
server and client processing disabled (sees#rever and cl i ent options under

/ cfglslbl/port inyourWebOS8.0 Command Reference).

SLB is still accessed using the virtual server IP address.
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Port Mapping

When SLB is used without proxy |P addresses and without Direct Access Mode (DAM), the
switch must process the server-to-client responses. If a client were to access the real server IP
address and port directly, bypassing client processing, the server-to-client response could be
mishandled by SLB processing as it returns through the switch, with the real server |P address
getting re-mapped back to the virtual server IP address.

First, two port processes must be executed on the real server. One real server port will handle
the direct traffic, and the other will handle SLB traffic. Then, the virtual server port must be
mapped to the proper real server port.

In the following figure, clients can access SLB services through well-known TCP port 80 at

the virtual server’s IP address. This is mapped to TCP port 8000 on the real server. For direct
access that bypasses the virtual server and SLB, clients can specify well-known TCP port 80 a
the real server’s IP address.

Direct Access
r via Real Server IP & Port

Client
Network

Virtual Real
Server Server

Layer 4 Mapped Access
via Virtual Server IP & Port

Figure 1-7 Mapped and Non-mapped server access

NOTE — Port mapping is supported with Direct Access Mode when filtering is enabled, aproxy
IP addressis configured, or URL parsing is enabled on any switch port.
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Management Network

Typically, the management network is used by network administrators to monitor real servers
and services. By configuring the rmet and mmask options of the SLB Configuration Menu
(cf g/ sl b) you can access the real services being |oad balanced.

NoOTE — Clients on the management network do not have accessto SLB services and cannot
access the virtual services being load balanced.

Themet and nmaisk options are described below:

B mmet : If defined, management traffic with this source | P address will be allowed direct (non-SLB)
accessto thereal servers. Only specify an IP address in dotted decimal notation. A range of IP
addresses is produced when used with the mmask option

B nmmask: This P address mask is used with et to select management traffic which is
allowed direct real server access only.

FTP Server Load Balancing

WebOS 8.0 supports load balancing of FTP servers on both public and private network for both
active and passive FTP modes. To do this, the switch modifies FTP commands from both the
client (for active FTP) and server (for passive FTP).

B For passive FTP SLB, the switch watches for the PASV command from the FTP client and
modifies the “entering passive mode” command coming back from the FTP server, replac-
ing the real IP address (RIP) with a virtual IP address (VIP), and the real server port
(RPORT) with a virtual port (VPORT), so that the client will make an active open connec-
tion between the client data port and the switch, instead of the server. The switch then re-
maps requests to the FTP server that the control channel was bound to.

B For active FTP SLB, the switch watches for B@&RT command from the FTP client and
translates the FTP server active open connection tol@&s¢PORT instead of
RIP:RPORT. The server data connection will look like it came from the switch itself.
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Background

Asdefined in RFC 959, FTP (File Transfer Protocol) uses two channels/connections; one for
control information and another for data. Each connection is unique. Unless the client requests
achange, the server isaways using TCP Port 21 (a well-known port) for control information
and TCP Port 20 as the default data port.

FTP uses TCP for transport. After theinitial three-way handshake, a connection is established.
When the client requests any datainformation from the server, it will issue a PORT command
(suchasl s, dir,get,put, nget and nmput ) viathe control port.

There are two modes of FTP operation, active and passive:

B InActive FTP, the FTP server initiates the data connection.

B InPassive FTP, the FTP client initiates the data connection. Because the client also ini-
tiates the connection to the control channel, the passive FTP mode does not pose a prob-
lem with firewalls and is the most common maode of operation.

Configuring FTP SLB

1. Makesurethere'sproxy | P address (PIP) enabled on the client port(s) or Direct Access
Mode (DAM) isenabled.

2. Makesurethevirtual port for FTP isalready set up for thevirtual server.

3. Enable FTP parsing, using this command:

>> # [cfg/slb/virt <virtual server number>/ftpp ena

4. Tomakeyour configuration changes active, enter apply at any prompt in the CL1.

>> # [cfg/slb/virt <virtual server number>/ appl y

NOTE — Remember that you must appl y any changesin order for them to take effect, and you
must save them if you wish them remain in effect after switch reboot.
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CHAPTER 2

Filtering

This chapter provides a conceptual overview of filters and configuration examples showing
how filters can be used to ensure network security and redirect traffic.

Filtering Overview

Benefits

Layer 3 (IP) and Layer 4 (application) filtering gives the network administrator a powerful tool
with the following benefits:

B Filtering increases security for server networks.
Filters can be configured to allow or deny traffic according to various | P address, protocol,
and Layer 4 port criteria. This givesthe administrator fine control over the types of traffic

permitted through the switch. Optionally, any filter can generate sy sl og messages for
increased security visibility.

B Generic Network Address Trandation

NAT can be used to map the source or destination |P address and port of private network
traffic to/from an advertised network |P address and port.

B Application Redirection improves network bandwidth and provides unique network solutions.

Filters can be created to redirect traffic to cache and application servers. Repeated client
access to common web or application content across the Internet can be an inefficient use
of network resources. By redirecting client requests to alocal web-cache or application
server, you increase the speed at which clients access the information and free up valuable
network bandwidth.
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Filtering Criteria

Up to 224 filters can be configured on the switch. Each filter can be set to allow, deny, redirect,
or trangdlate traffic based on any combination of the following criteria:

Source |P Address or range

Destination |P Address or range

Protocol type (for example: IP, UDP, TCP, ICMP, and others)

TCPflags

Application, source port or range (For example: ftp, http, telnet, 31000-33000, etc.)
Application, destination port or range (For example: ftp, http, telnet, 31000-33000, €tc.)
Inverse: activate the filter whenever the specified conditions are not met.

For example, you can create a single filter that blocks external Telnet traffic to your main
server, except from atrusted | P address. Another filter could warn you if FTP accessis
attempted from a specific | P address. Another filter could redirect al incoming e-mail traffic to
aserver where it can be analyzed for spam. The options are nearly endless.

Below are alist of the well-known protocols and applications.

Table 2-1 Well-Known Protocol Types

Number Protocol Name

1 icmp
2 igmp
6 tcp
17 udp
89 ospf
112 vrrp

Table 2-2 Well-Known Application Ports

Number TCP/UDP Number TCP/UDP Number TCP/UDP
Application Application Application
20 ftp-data 70 gopher 161 snmp
21 ftp 79 finger 162 snmptrap
22 ssh 80 http 179 bgp
23 telnet 109 pop2 194 irc
25 smtp 110 pop3 220 imap3
37 time 11 sunrpc 389 Idap
42 name 119 nntp 443 https
43 whois 123 ntp 520 rip
53 domain 143 imap 554 rtsp
69 tftp 144 news 1985 hsrp
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Stacking Filters

Once configured, filters are assigned and enabled on a per port basis. Each filter can be used by

itself or in combination with any other filter on any given switch port. Thefilters are numbered

1 through 224. When multiple filters are stacked together on a port, the filter's number deter-
mines its order of precedence: the filter with the lowest number is checked first. When traffic is
encountered at the switch port, if the filter matches, its configured action takes place and the
rest of the filters are ignored. If the filter criteria doesn’t match, the next filter is tried.

As long as the filters do not overlap, you can improve filter performance by making sure that
the most heavily utilized filters are applied first. For example, consider a filter system where
the Internet is divided according to destination IP address:

Filtering by Destination IP Address Ranges

0.0.0.0 - = o -cscameactataeieeaaeaneeionaennn P 255.255.255.255
[ Allow [Deny [ Allow [ Redirect |
Filter 2 Filter 4 Filter 3  Filter 1

Figure 2-1 Assigning Filters according to Range of Coverage

Assuming that traffic is distributed evenly across the Internet, the largest area would be the
most utilized and is assigned to filter 1. The smallest area is assigned to filter 4.

Overlapping Filters

Filters are permitted to overlap, although special care should be taken to ensure the proper
order of precedence. When overlapping filters are present, the more specific filters (those that
target fewer addresses or ports) should be applied before the generalized filters.

Example:
Filtering by Destination IP Address Ranges
0000 ---mmmmm e P 255.255.255.255
[ Allow | Redirect |
Deny
Filter 3 Filter 2 Filter 1

Figure 2-2 Assigning Filters to Overlapping Ranges

In this example, the “deny” filter must be processed prior to the “allow” filter. If the “allow”
filter was allowed to take precedence, the “deny” filter could never be triggered.
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The Default Filter

Before filtering can be enabled on any given port, a default filter should be configured. This
filter handles any traffic not covered by any other filter. All the criteriain the default filter must
be set to the full range possiblafly”). For example:

Filtering by Destination IP Address Ranges

0000 - -mmmmi e P 255.255.255.255
| Allow

Deny | Redirect
Filter 224 Filter 2 Filter 1

Figure 2-3 Assigning a Default Filter

In this example, filter 224 is the default filter. If no other filter acts on the traffic, filter 224 han-
dles it. All matching criteria in filter 224 is set to theny” state.

Although recommended when configuring filters for IP traffic control and redirection, default
filters are not required. Using default filters can increase session performance, but takes some
of the session binding resources. If you experience an unacceptable number of binding failures
as shown in the Server Load Balancing Maintenance Statisitsa{ s/ sl b/ mai nt), you

may wish to remove some of the default filters.

Numbering Filters

You may wish to consider numbering your filters by increments of 5 or 10 (for example: 5, 10,
15, 20, etc.). This allows for filters to be easily inserted between others in the list, if required.
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Filter Logs

To provide enhanced troubleshooting and session inspection capability, packet source and des-
tination | P addresses are included in filter log messages. Filter log messages are generated
when a Layer 3/Layer 4 filter istriggered and has logging enabled. The messages are output to
the console port, system host log (sys| 0g), and the web-based interface message window.

Example: A network administrator has noticed a significant number of ICMP frames on one
portion of the network, and wants to determine the specific sources of the ICM P messages. The
administrator uses the command-line interface to create and apply the following filter:

>> # /cfg/slb/filt 15 (Select filter 15)

>> Filter 15# sip any (From any source IP address)

>> Filter 15# dip any (To any detination IP address)
>> Filter 15# action allow (Allows matching traffic to pass)
>> Filter 15# proto icnp (For the ICMP protocol)

>> Filter 15# | og enabl ed (Create a log entry when matched)
>> Filter 15# ena (Enable the filter)

>> Filter 15# /cfg/slb/port 7 (Select a switch port to filter)

>> SLB port 7# add 15 (Add the filter to the switch port)
>> SLB port 7# filt ena (Enable filtering on the switch port)
>> SLB port 7# apply (Apply the configuration changes)
>> SLB port 7# save (Save the configuration changes)

When applied to one or more switch ports, this simple filter rule will produce log messages
that show when the filter is triggered, and what the | P source and destination addresses were
for the ICMP frames traversing those ports.

Example: Filter log message output is shown below, displaying the filter number, port, source
I P address, and destination |P address:

slb: filter 15 fired on port 7, 206.118.93.110 -> 20.10.1.10
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Security Example

Consider the following sample network:

\ ACEswitch 180
g~ g
nternet
.[f Aent Switch Router

Local Clients - - -

Web Server  Mail Server DNS
205.177.15.2 205.177.15.3 205.177.15.4

Figure 2-4 Example Security Topology

In this example, the network is made of local clients on a collector switch, aweb server, amail
server, adomain name server, and a connection to the Internet. All the local devices are on the
same subnet.

For best security, it iscommonly considered that you should configurefiltersto deny all traffic
except for those services you specifically wish to alow. In this example, the administrator
wishes to install basic security filters to allow only the following traffic:

External HTTP access to the local web server

External SMTP (mail) access to the local mail server

Local clients browsing the World Wide Web

Local clients using Telnet to access sites outside the intranet
Domain Name System

All other traffic will be denied and logged.

NOTE — Since IP address and port information can be manipulated by external sources, filter-
ing does not replace the necessity for a well-constructed network firewall.
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Example Configuration for the Security Solution

Prior to configuration, you must be connected to the switch command-line interface as the
administrator.

In this example, all filterswill be applied only to the switch port which connects to the Inter-
net. If intranet restrictions were required, filters could be placed on switch ports connecting to
local devices.

Also, filtering is not limited to the few protocols and TCP or UDP applications shown in this
example. See the WebOS 8.0 Command Reference for alist of other well-known protocols and
services.

1. Assign an | P addressto each of the network devices.

For this example, the network devices have the following | P addresses on the same | P subnet:

Table 2-3 Web-Cache Example: Real Server IP addresses

Network Device IP address
Local Subnet 205.177.15.0 - 205.177.15.255
Web Server 205.177.15.2
Mail Server 205.177.15.3
Domain Name Server 205.177.15.4

2. Ontheswitch, create a default filter that will deny and log unwanted traffic.

The default filter is defined asfilter 224 in order to give it the lowest order of precedence:

>> # [/cfg/slb/filt 224 (Select the default filter)

>> Filter 224# sip any (From any source IP addresses)
>> Filter 224# dip any (To any destination IP addresses)
>> Filter 224# proto any (For any protocols)

>> Filter 224# action deny (Deny matching traffic)

>> Filter 224# | og enable (Log matching traffic to syslog)
>> Filter 224# ena (Enable the default filter)

NoOTE — When the pr ot 0 parameter isnott cp or udp, thensport anddport areignored.
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3. Ontheswitch, createafilter that will allow external HTTP requeststo reach the web server.

The filter must recognize and allow TCP traffic with the web-server’s destination IP address
and HTTP destination port:

>> Filter 224# .. /filt 1 (Select the menu for Filter #1)
>> Filter 1# sip any (From any source IP address)
>> Filter 1# dip 205.177.15.2 (To web-server dest. IP address)
>> Filter 1# dmask 255. 255. 255. 255 (Fill mask for exact dest. address)
>> Filter 1# proto tcp (For TCP protocol traffic)

>> Filter 1# sport any (From any source port)

>> Filter 1# dport http (To an HTTP destination port)
>> Filter 1# action allow (Allow matching traffic to pass)
>> Filter 1# ena (Enable the filter)

4. Ontheswitch, createapair of filterstoallow incoming and outgoing mail to and from the
mail server.

Filter 2 allows incoming mail to reach the mail server, and filter 3 allows outgoing mail to
reach the Internet:

>> Filter 1# .. /filt 2 (Select the menu for Filter #2)
>> Filter 2# sip any (Fromany source | P address)
>> Filter 2# dip 205.177.15.3 (To mail-server dest. IP address)
>> Filter 2# dmask 255.255. 255. 255 (Fill mask for exact dest. address)
>> Filter 2# proto tcp (For TCP protocal traffic)
>> Filter 2# sport any (From any source port)
>> Filter 2# dport sntp (To a SMTP destination port)
>> Filter 2# action allow (Allow matching traffic to pass)
>> Filter 2# ena (Enable the filter)
>> Filter 2# ../filt 3 (Select the menu for Filter #3)
>> Filter 3# sip 205.177.15.3 (From mail-server source |P address)
>> Filter 3# smask 255.255. 255. 255 (Fill mask for exact source address)
>> Filter 3# dip any (To any destination IP address)
>> Filter 3# proto tcp (For TCP protocal traffic)
>> Filter 3# sport sntp (From a smtp port)
>> Filter 3# dport any (To any destination port)
>> Filter 3# action allow (Allow matching traffic to pass)
>> Filter 3# ena (Enable the filter)
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5. On theswitch, create afilter that will allow local clientsto browse the web.

Thefilter must recognize and allow TCPtraffic to reach thelocal client destination | P addresses
if originating from any HTTP source port:

>> Filter 3# ../filt 4 (Select the menu for Filter #4)

>> Filter 4# sip any (From any source IP address)

>> Filter 4# dip 205.177.15.0 (To base local network dest. address)
>> Filter 4# dmask 255.255.255.0 (For entire subnet range)

>> Filter 4# proto tcp (For TCP protocol traffic)

>> Filter 4# sport http (Fromany source HTTP port)

>> Filter 4# dport any (To any destination port)

>> Filter 4# action allow (Allow matching traffic to pass)

>> Filter 4# ena (Enable the filter)

6. Ontheswitch, create afilter that will allow local clientsto Telnet anywhere outside the
local intranet.

The filter must recognize and allow TCP traffic to reach the local client destination IP
addresses if originating from a Telnet source port:

>> Filter 4# ../filt 5 (Select the menu for Filter #5)

>> Filter 5# sip any (From any source | P address)

>> Filter 5# dip 205.177.15.0 (To base local network dest. address)
>> Filter 5# dmask 255.255.255.0 (For entire subnet range)

>> Filter 5# proto tcp (For TCP protocal traffic)

>> Filter 5# sport telnet (From a Telnet port)

>> Filter 5# dport any (To any destination port)

>> Filter 5# action allow (Allow matching traffic to pass)

>> Filter 5# ena (Enable the filter)

7. Ontheswitch, create a series of filtersto allow Domain Name System (DNS) traffic.

DNS traffic requires four filters. One pair is needed for UDP traffic: incoming and outgoing.
Another pair is needed for TCP traffic: incoming and outgoing.
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For UDP:

>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter

S5#
6#
6#
6#
6#
6#
6#
6#
6#
6#
T#
T#
T#
T#
T#
T#
T#
T#

L Afilt 6

sip any

dip 205.177.15.4
dmask 255. 255. 255. 255
proto udp

sport any

dport donmin

action all ow

ena
ATt 7
sip 205.177.15.4

smask 255. 255. 255. 255
di p any

proto udp

sport donmin

dport any

action allow

ena

(Select the menu for Filter #6)
(From any source | P address)

(To local DNS Server)

(Fill mask for exact dest. address)
(For UDP protocal traffic)

(From any source port)

(To any DNSdestination port)
(Allow matching traffic to pass)
(Enable thefilter)

(Select the menu for Filter #7)
(From local DNS Server)

(Fill mask for exact source address)
(To any destination IP address)
(For UDP protocal traffic)

(From a DNS source port)

(To any destination port)

(Allow matching traffic to pass)
(Enable the filter)

Similarly, for TCP:

>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter

T#
8#
8#
8#
8#
8#
8#
8#
8#
8#
o#
o#
o#
o#
o#
o#
o#
o#

LoIfilt 8

sip any

dip 205.177.15.4
dmask 255. 255. 255. 255
proto tcp

sport any

dport donain

action all ow

ena
LAfilt 9
sip 205.177.15.4

smask 255. 255. 255. 255
di p any

proto tcp

sport donain

dport any

action allow

ena

(Select the menu for Filter #8)
(From any source | P address)

(To local DNS Server)

(Fill mask for exact dest. address)
(For TCP protocol traffic)

(From any source port)

(To any DNS destination port)
(Allow matching traffic to pass)
(Enable the filter)

(Select the menu for Filter #9)
(Fromlocal DNS Server)

(Fill mask for exact source address)
(To any destination IP address)
(For TCP protocal traffic)

(From a DNS source port)

(To any destination port)

(Allow matching traffic to pass)
(Enable the filter)
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8. Ontheswitch, assign thefiltersto the switch port that connectsto the I nternet:

>> Filter 9# ../port 5 (Select the SLB port 5 to the Internet)
>> SLB Port 5 # add 1 (Add filter 1 to port 5)

>> SLB Port 5 # add 2 (Add filter 2 to port 5)

>> SLB Port 5 # add 3 (Add filter 3to port 5)

>> SLB Port 5 # add 4 (Add filter 4 to port 5)

>> SLB Port 5 # add 5 (Add filter 5to port 5)

>> SLB Port 5 # add 6 (Add filter 6 to port 5)

>> SLB Port 5 # add 7 (Add filter 7 to port 5)

>> SLB Port 5 # add 8 (Add filter 8 to port 5)

>> SLB Port 5 # add 9 (Add filter 9 to port 5)

>> SLB Port 5 # add 224 (Add the default filter to port 5)
>> SLB Port 5 # filt enable (Enablefiltering for port 5)

9. Ontheswitch, apply and verify the configuration.

>> SLB Port 5 # .. (Select Server Load Balancing Menu)
>> Server Load Bal anci ng# apply (Make your changes active)
>> Server Load Bal anci ng# cur (View current settings)

Examine the resulting information. If any settings are incorrect, make appropriate changes.

10. On the switch, save your new configuration changes.

>> Server Load Bal anci ng# save (Save for restore after reboot)

11. On theswitch, check the Server Load Balancing infor mation.

>> Server Load Bal ancing# /info/slb/dump (Mew SLB information)

Check that all Server Load Balancing parameters are working according to expectation. If nec-
essary, make any appropriate configuration changes and then check the information again.

NoTE — Changes to filters on a given port do not take effect until the port's session information
is updated (every two minutes or so). To make filter changes take effect immediately, clear the
session binding table for the port (seeftloper/ sl b/ cl ear command in th&\ebOS 8.0
Command Reference.
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TCP ACK Matching for Filters

The ack filter criteria provides greater filtering flexibility. When ack is enabled, the filter
matches only those frames set with the TCP ACK or RST flag.

The ack criteria appears in the WebOS Web interface, and in the command line interface on
the Filter Menu (/ cf g/ sl b/ fi |t <filter-number>/ adv).

Example: Consider the following network:

ACEswitch 180

- -= | i
= 1 3 —~ nside/
— Internet —-—~ 2 ‘j— Trusted LAN
Router

SMTP Web Servers:
Mail Server 203.122.186.*

Figure 2-5 Example Filter TCP ACK Matching Network

In this network, the web serversinside the LAN must be able to transfer mail to any SMTP-
based mail server out on the Internet. At the same time, we wish to prevent accessto the LAN
from the Internet, except for HTTP.

SMTP traffic uses well-known TCP port 25. The web servers will originate TCP sessions to
the SMTP server using destination TCP port 25, and the SMTP server will acknowledge each
TCP session and data transfer using source TCP port 25.

Filtering with the ACK flag closes one potential security hole. Without it, the switch would per-
mit a TCP SYN connection request to reach any listening destination TCP port on the web serv-
ersinsidethe LAN, aslong asit originated from TCP source port 25. The server would listen
tothe TCP SYN, allocate buffer space for the connection, and reply to the connect request. In
some SYN attack scenarios, this could cause the server’s buffer space to fill, crashing the server
or at least making it unavailable.

This filter with the ACK flag requirement prevents external servers from beginning a TCP con-
nection (with aTCP SYN) from source TCP port 25. The server will drop any frames that have
the ACK flag turned off in them.

The following filters are required:
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Onefilter must allow theweb serversto pass SMTP requeststo the I nternet.

>>
>>
>>
>>
>>
>>
>>
>>
>>

# /cfg/slb/filt 10

Filter
Filter
Filter
Filter
Filter
Filter
Filter
Filter

10#
10#
10#
10#
10#
10#
10#
10#

sip 203.122.186.0
smask 255. 255. 255.0
sport any

proto tcp

di p any

dport smtp

action all ow

ena

(Select afilter for trusted SMTP requests)
(From the web servers’ source IP addres
(For the entire subnet range)

(From any source port)

(For TCP traffic)

(To any destination IP address)

(To well-known destination SMTP port)
(Allow matching traffic to pass)

(Enable the filter)

2. Onefilter must allow SMTP traffic from the Internet to passthrough the switch only if
the destination is one of the web serversand the frame is an acknowledgment (ACK) of a

TCP session.
>> Filter 10# ../filt 15 (Select a filter for Internet SMTP ACKSs)
>> Filter 15# sip any (From any source IP address)
>> Filter 15# sport sntp (From well-known source SMTP port)
>> Filter 15# proto tcp (For TCP traffic)
>> Filter 15# ack ena (For acknowledgments only)
>> Filter 15# dip 203.122.186.0 (To the web servers’ IP address)
>> Filter 15# dmask 255.255.255.0 (To the entire subnet range)
>> Filter 15# dport any (To any destination port)
>> Filter 15# action allow (Allow matching traffic to pass)
>> Filter 15# ena (Enable the filter)

3. Onefilter must allow trusted HTTP traffic from the Internet to passthrough the switch

to the web servers.

>>
>>
>>
>>
>>
>>
>>
>>
>>

Filter
Filter
Filter
Filter
Filter
Filter
Filter
Filter
Filter

15#
16#
16#
16#
16#
16#
15#
16#
16#

Ifilt 16

sip any

sport http

proto tcp

dip 203.122.186.0
dmask 255.255.255.0
dport http

action allow

ena

(Select a filter for incoming HTTP traffic)
(From any source IP address)

(From well-known source HTTP port)
(For TCP traffic)

(To the web servers’ IP address)

(To the entire subnet range)

(To well-known destination HTTP port)
(Allow matching traffic to pass)

(Enable the filter)
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4. Onefilter must allow HTTP responses from the web serversto passthrough the switch to

the Internet.
>> Filter 16# ../filt 17 (Select afilter for outgoing HTTP traffic)
>> Filter 17# sip 203.122.186.0 (From the web servers’ source IP addres
>> Filter 17# smask 255.255.255.0 (From the entire subnet range)
>> Filter 17# sport http (From well-known source HTTP port)
>> Filter 17# proto tcp (For TCP traffic)
>> Filter 17# dip any (To any destination IP address)
>> Filter 17# dport http (To well-known destination HTTP port)
>> Filter 17# action allow (Allow matching traffic to pass)
>> Filter 17# ena (Enable the filter)

5. Onedefault filter isrequired to deny everything else:

>>
>>
>>
>>
>>

Filter
Filter
Filter
Filter
Filter

174#
220# sip any
220# di p any
220# action deny
220# ena

LTt 224

(Select a default filter)

(From any source IP address)
(To any destination IP address)
(Block matching traffic)
(Enable the filter)

6. Next, thefiltersmust be applied to the appropriate switch ports.

>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>

Filter 220#

SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB
SLB

port
port
port
port
port
port
port
port
port
port
port
port
port
port
port
port

1#
1#
1#
1#
1#
2#
2#
2#
2#
2#
3#
3#
3#
3#
3#
3#

..lport 1
add 15
add 16
add 224
filt ena
../lport 2
add 10
add 17
add 224
filt ena
../lport 3
add 10
add 17
add 224
filt ena
apply
save

(Select the Internet-side port)

(Add the SMTP ACK filter to the port)
(Add the incoming HTTPS filter)

(Add the default filter to the port)
(Enable filtering on the port)

(Select the first web server port)

(Add the outgoing SMTP filter to the port
(Add the outgoing HTTP filter to the port
(Add the default filter to the port)
(Enable filtering on the port)

(Select the other web server port)

(Add the outgoing SMTP filter to the port
(Add the outgoing HTTP filter to the port
(Add the default filter to the port)

(Enable filtering on the port)

(Apply the configuration changes)

(Save the configuration changes)

56 m Chapter 2: Filtering

Alteon Systems
050087A, May 2000



WebOS 8.0 Application Guide

Network Address Translation Examples

In the following NAT examples, a company has configured its internal network with “private”
IP addresses. A private network is one that is isolated from the global Internet, and is therefor
free from the usual restrictions requiring the use of registered, globally unique IP addresses.
Private networks can use whatever IP addresses they please, including those that are in use
elsewhere on the Internet, or reserved for other purposes.

Private networks serve two main purposes. First, because private IP addresses are not valid or
visible outside the private network, they can increase network security. Second, since valid,
registered IP addresses are a limited resource, many companies use private IP addresses to cre-
ate internal networks much larger than they could using only their official addresses.

With Network Address Translation (NAT), private networks are not required to remain iso-
lated. NAT capabilities within the switch allow internal, private network IP addresses to be
translated to valid, publicly advertised IP addresses and back again.

Internal Client Access to Internet

In this dynamic NAT example, clients on the internal private network require TCP/UDP access
to the Internet:

Public IP Address:
205.178.17.12

_rf\

7 Internet
'V Hub _@i} Router

Internal Clients
10.10.10.x
(Private network)

Figure 2-6 Dynamic NAT

This example requires a Network Address Translation (NAT) filter to be configured on the
switch port connected to the internal clients. When the NAT filter is triggered by outbound cli-
ent traffic, the internal private IP address information on the outbound packets is translated to a
valid, publicly advertised IP address. In addition, the public IP address must be configured as a
proxy IP address on the switch port connected to the internal clients. The proxy performs the
reverse translation, restoring the private network addresses on inbound packets.
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This is a “many to one” solution: multiple clients on the private subnet take advantage of a sin-
gle external IP address, thus conserving valid IP addresses.

This example could be configured as follows:

NOTE — Thei nvert optionisonly specific to this example and is not required.

>> # [cfg/slb/filt 14 (Select the menu for client filter)
>> Filter 14 invert ena (Invert thefilter logic)

>> Filter 14 dip 10.10.10.0 (If the destination is not private)
>> Filter 14 dmask 255.255.255.0 (For the entire private subnet range)
>> Filter 14 sip any (From any source IP address)

>> Filter 14 action nat (Perform NAT on matching traffic)
>> Filter 14 nat source (Translate source information)
>> Filter 14 adv/proxy enable (Allow pi p proxy translation)

>> Filter 14 ena (Enable the filter)

>> Filter 14 . ./port 1 (Select LB port 1)

>> SLB port 1# add 14 (Add thefilter to port 1)

>> SLB port 1# pip 205.178.17.12 (Set public IP address proxy)

>> SLB port 1# filt enable (Enable filtering on port 1)

>> SLB port 1# apply (Apply configuration changes)
>> SLB port 1# save (Save configuration changes)

NoOTE — Dynamic NAT solutions apply only to TCP/UDP traffic. Also, filters for dynamic
NAT should be placed behind any static NAT filters (next example). Dynamic filters should be
given higher filter numbers.
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External Client Access to Server

In this example, clients on the external Internet require access to a server on the private net-
work:

Outbound filter:
NAT source info

: Public IP Address:
to public address

External Clients
205.178.13.x

_—F
Internet L- [r
-

11

\
Server: . LS
10.10.10.1 Inbound f_||ter':
(Private network) NAT destination

to private address

Figure 2-7 Static NAT

This static NAT (non-proxy) example requires two filters: one for the external client-side

switch port, and one for the internal, server-side switch port. The client-side filter translates

incoming requests for the publicly advertised server IP address to the server’s internal private
network address. The filter for the server-side switch port reverses the process, translating the
server’s private address information to a valid public address.
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This could be configured as follows:

>> SLB
>> SLB
>> SLB
>> SLB
>> SLB
>> SLB
>> SLB

port
port
port
port
port
port
port

10#
10#
10#
10#
10#
10#
10#
10#
10#
11#
11#
11#
11#
11#
11#
11#
11#
11#

1#
1#
1#
2#
2#
2#
2#

>> # [cfg/slb/filt 10
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter
>> Filter

action nat
nat source
sip 10.10.10.0

smask 255. 255. 255.

dip 205.178.13.0

dmask 255. 255, 255.

adv/ proxy disable
ena

filt 11

action nat

nat dest

sip 10.10.10.0

smask 255. 255. 255.

dip 205.178.13.0

dmask 255. 255, 255.

adv/ proxy di sabl e
ena

../lport 1

add 10

filt enable
..lport 2

add 11

filt enable
apply

save

(Select the menu for outbound filter)
(Perform NAT on matching traffic)
(Translate source information)
(Fromthe clients private | P address)
(For the entire private subnet range)
(To the public network address)

(For the same subnet range)
(Override any pi p proxy settings)
(Enable thefilter)

(Select the menu for inbound filter)
(Use the same settings as outbound)
(Reverse the trand ation direction)
(Use the same settings as outbound)
(Use the same settings as outbound)
(Use the same settings as outbound)
(Use the same settings as outbound)
(Override any pi p proxy settings)
(Enable the filter)

(Select server-side port)

(Add the outbound filter)
(Enablefiltering on port 1)

(Select the client-side port)

(Add the inbound filter)
(Enablefiltering on port 2)

(Apply configuration changes)
(Save configuration changes)

Note the following important points about this configuration:

B Within each filter, the smask and dmask values are identical.

B All parameters for both filters are identical except for the NAT direction. For filter #10,
nat sour ce isused. For filter #11, nat dest isused.

B Filtersfor static (non-proxy) NAT should be placed ahead of dynamic NAT filters (previ-
ous example). Static filters should be given lower filter numbers.
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Defining IP Address Ranges for Filters

You can specify arange of 1P address for filtering both the source and/or destination | P address
for traffic. When arange of |1P addressesis needed, the si p (source) or di p (destination)
defines the base IP address in the desired range, and the smask (source) or dimask (destina-
tion) isthe mask which is applied to produce the range.

For example, to determine if a client request’s destination IP address should be redirected to
the cache servers attached to a particular switch, the destination IP address is masked (bit-wise
AND) with thedrmask and then compared to tdeé p.

As another example, you could configure the switch with two filters so that each would handle
traffic filtering for one half of the Internet. To do this, you could define the following parameters:

Table 2-4 Filtering IP Address Ranges

Filter Internet Address Range dip dmask
#1 0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0
#2 128.0.0.0 - 255.255.255.255 128.0.0.0 128.0.0.0
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WebOS 8.0 Filtering Additions

WebOS software supports the ability to filter on all 1P options, |CMP message types, and TCP
flags.

In general, the switch ignores the presence of 1P options when matching aframeto afilter.
When configuring filters, observe the following:

B |POptions: Filtering on all options can either be enabled or disabled.
Filtering a single option is not supported.

B |ICMP message types: Only one message type can be set at any one time.

B TCP Hags: More than one TCP flag can be set at the same time. If there is more than one
flag enabled, the flags are applied with alogical AND operator.

Example: By setting the switch to filter SYN and ACK, the switch will filter all SYN- ACK
frames.

Full TCP Flag Filtering
WebOS software supports packet filtering based on any or al TCP flags.

NoTE — All TCP options are disabled in the default filter configuration. What this meansis
that packets with TCP flagswill NOT be inspected unless one or more TCP options are
enabled.

Table 2-5 TCP Flags

Flag Description
URG Urgent
ACK Acknowledgement
PSH Push
RST Reset
SYN Synchronize
FIN Finish
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Configuring the TCP Filter

1. Set up afilter asyou would under a normal situation, configuring optionssuch assi p,
smask, di p, and smask, asneeded.

‘ >> /cfglslb/filt <filter number>/si p <IP address> ‘

2. Gotothe TCP Flags Advanced Menu:

‘>> Filter 1# adv/tcp ‘

3. Enabletheflag you wish to be used to filter TCP SYN packets.

For example:

‘ >> TCP Fl ags Advanced Menu# syn e ‘

4. Addtheappropriatefilter on the port that needsto befiltered.

‘ >> [cfglslb/port <portnumber>/add <filter ID (1-224)> ‘

5. Enablefiltering on the port.

‘ >> cfg/slb/port <portnumber>/filt ena ‘

6. Tomakeyour configuration changes active, enter apply at any prompt in the CLI.

‘ >> cfg/slb/port <portnumber>/ apply ‘
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ICMP Type Filtering
WebOS supports packet filtering, based on any or al ICMP types.

NOTE — In general, the switch ignores the presence of |CM P options when matching aframeto
afilter. Packets with ICM P message types will NOT be filtered out unless ICMP options are

enabled.

Table 2-6 ICMP Message Types

Type # Message Type Description

0 echorep ICMP echo reply

3 destun | CMP destination unreachable
4 quench ICMP source quench

5 redir ICMP redirect

8 echoreq ICMP echo request

9 rtradv ICMP router advertisement
10 rtrsol ICMP router solicitation

11 timex ICMP time exceeded

12 param ICMP parameter problem
13 timereq |CMP timestamp request
14 timerep |CMP timestamp reply

15 inforeq ICMP information request
16 inforep ICMP information reply

17 maskreq ICMP address mask request
18 maskrep |CM P address mask reply
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Configuring the ICMP Filter

NoOTE — If you want to configure ICMP type filters, you should disable the cache optionin
the Filter Advanced Menu (cf g/ sl b/ fi | t <filter-number>/ adv).

1. Set up afilter asyou would under a normal situation, configuring optionssuch assi p,
smask, di p, and smask, asneeded.

‘ >> /cfglslb/filt <filter number>/si p <IP address> ‘

2. Set protocol typeto ICMP.

‘ >> /cfglslb/filt <filter number>/ proto icnp ‘

3. GototheFilter Advanced Menu and select the ICM P option. Then, enter the option you
want to be used tofilter ICMP packets:

>> Filter 1# adv/icnp
Current | CVMP nessage type: any
Enter | CMP nessage t ype or any: <message-typelnumber>

4. Addtheappropriatefilter on the port that needsto befiltered.

‘ >> /cfglsl b/ port <port number>/ add <filter ID (1-224)> ‘

5. Enablefiltering on the port.

‘ >> cfg/slb/port <portnumber>/filt ena ‘

6. Tomakeyour configuration changes active, enter appl y at any prompt inthe CLI.
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FTP Client NAT
(Active FTP for Dynamic NAT)

Alteon WebSystems switches provide Network Address Trandation (NAT) services to many
clients with private | P addresses. However, on switches running WebOS 6.0, clients using
active FTP cannot send arequest to aremote FTP server when their client |P addressis private.
In WebOS 8.0, an FTP enhancement now provides the capability to perform true FTP NAT for
dynamic NAT.

Because of the way FTP works in active mode, a client will send information on the control
channel, information that reveals their private |P address, out to the Internet. However, the
switch filter only performs NAT trandation on the TCP/IP header portion of the frame, pre-
venting a client with a private P address from doing active FTP.

In WebOS, the switch can monitor the control channel and replace the client 's private |P

address with aproxy IP (PIP) address defined on the switch. When aclient in active FTP mode

sends a “PORT” command to a remote FTP server, the switch will look into the data part of the
frame and modify the PORT command as follows:

B The real server IP address will be replaced by a public proxy IP address, using a pool of
proxy IP addresses, instead of a single one.

B The real server port will be replaced with a proxy port.

NOTE — The passive mode does not need this feature.

Configuring Active FTP Client NAT
1. Makesurethere'saproxy | P address enabled on thefilter port.
2. Makesurethere'sasource NAT filter set up for the port.

3. Enableactive FTP NAT using the following command:

>> [cfg/slb/filt <filter number>/adv/ftpa e

4. Apply and save the switch configuration.
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CHAPTER 3
Application Redirection

NOTE — To access Application Redirection functionality, the optional Layer 4 software must
be enabled in the switch (see “Filtering and Layer 4” in Chapter 8 9#h®©S 8.0 Command
Reference).

Web-Cache Redirection Example

For many companies, the Internet is an indispensable source for business and technical infor-
mation. Much of the information brought into your company from the Internet, however, is not
unique. Often, clients will access the same information many times as they return to a web-
page for additional information or to explore other links.

Duplicate information may be requested more inadvertently as the myriad components that
make up Internet data (pictures, buttons, frames, text, and so on) are reloaded from page to
page. Add multiple clients to the picture, and the amount of repeated data that comes in
through your Internet router can account for a great deal of its congestion. Redundant requests
consume a considerable portion of your available bandwidth to the Internet.

Web-cache redirection can help alleviate the congestion seen at your Internet router. When
Application Redirection filters are properly configured for your WebOS-powered switch, out-
bound client requests for Internet data are intercepted and redirected to a group of web-cache
servers on your network. The web-cache servers duplicate and store inbound Internet data that
has been requested by your clients. If the web-cache servers recognize a client’s outbound
request as one that can be filled with cached information, the web-cache servers will supply the
information, rather than sending the request out across the Internet.

In addition to increasing the efficiency of your network, access to locally cached information
can be granted much faster than by requesting the same information across the Internet.
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Web-Cache Redirection Environment

Consider anetwork where client HT TP requests begin to regularly overload the I nternet router.

!rf _ Client Switch
‘W >-i
'rf./ \ Router
e |1 Client Switch
Clients ..'.?: ~ . /T

= E
L

Internet

Congestion
Targets Router

Figure 3-1 Traditional network without Web Cache Redirection

The network needs a solution that addresses the following key concerns:

B The solution must be readily scalable

B The administrator should not have to reconfigure all the clients’ browsers to use Proxy
Servers.

HTTP Requests

'V \_ Are Redirected
L 5 ’.[r i ~ — e —

— HTTP
'[V /Client Switch
e

Requests

Clients Cache farm proxies
' rf client requests
& ’.[r\_-
- Intern
Nr=.2 —-— fernet
Client Switch Router
o

Figure 3-2 Network with Web Cache Redirection

Adding an Alteon WebSystems switch with optional Layer 4 software addresses these issues:

B Web-cache servers can be added or removed dynamically without interrupting services.

B Performance is improved by balancing the cached web request load across multiple serv-
ers. More servers can be added at any time to increase processing power.

B The proxy is transparent to the client.
B Frames that are not associated with HTTP requests are passed normally to the router.
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Example Configuration for the Web-Cache Solution
The following is required prior to configuration:

B You must be connected to the switch command-line interface as the administrator.

B Optiona Layer 4 software must be enabled.

NOTE — For details about the procedures above, and about any of the menu commands
described in this example, see the WebOS 8.0 Command Reference.

In this example, an ACEswitch 180 is placed between the clients and the border gateway to the
Internet. The switch will be configured to intercept all Internet bound HTTP requests (on default
TCP port 80), and redirect them to the web-cache servers. The switch will distribute HTTP
requests equally to the web-cache servers based on the destination | P address of the requests.

Also, filters are not limited to the few protocols and TCP or UDP applications shown in this
example. See the WebOS 8.0 Command Reference for alist of other well-known protocols and
services.

1. Assign an I P addressto each of the web-cache servers.

Just as with Server Load Balancing, the web-cache real serverswill be assigned an | P address
and placed into areal server group. Thereal servers must bein the same VLAN and must have
an | P route to the switch that will perform the web-cache redirection. In addition, the path from
the switch to the real servers must not contain arouter. The router would stop HT TP requests
from reaching the web-cache servers, instead directing them back out to the Internet.

More complex network topologies can be used if configuring IP proxy addresses (see “IP
Proxy Addresses for Transparent Proxies or Complex Networks” on page 74

For this example, the three web-cache real servers have the following IP addresses on the same
IP subnet:

Table 3-1 Web-Cache Example: Real Server IP addresses

Web Cache Server IP address

Server A 200.200.200.2
Server B 200.200.200.3
Server C 200.200.200.4

2. Install web-cache software on all three web-cache servers.
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3. Full Network Address Trandation (NAT) isrequired.

Install transparent proxy software on all three web-cache servers, or define proxy |P addresses
on the switch (see “IP Proxy Addresses for Transparent Proxies or Complex Networks” on

page 73.
4. Definean | P interface on the switch.

Because, by default, the switch only re-maps destination MAC addresses, it must have an IP
interface on the same subnet as the three web-cache servers.

To configure an IP interface for this example, enter this command from the CLI:

>> Main# /cfglip/if 1 (Select IP interface #1)
>> | P Interface 1# addr 200.200.200. 100 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface #1)

NoTE — The IP interface and the real servers must be in the same subnet. This example
assumes that all ports and I P interfaces use default VLAN #1, requiring no special VLAN con-
figuration for the ports or IP interface.

5.  On the switch, define each Real Server

For each web-cache real server, you must assign area server number, specify its actual 1P
address, and enable the real server. For example:

>> ip# /cfg/slb/real 1 (Server Aisreal server 1)
>> Real server 1 # rip 200.200.200.2 (Assign Server A IP address)
>> Real server 1 # ena (Enablereal server 1)

>> Real server 1 # ../real 2 (Server Bisreal server 2)
>> Real server 2 # rip 200.200.200.3 (Assign Server B IP address)
>> Real server 2 # ena (Enablereal server 2)

>> Real server 2 # ../real 3 (Server Cisreal server 3)
>> Real server 3 # rip 200.200.200.4 (Assign Server C |P address)
>> Real server 3 # ena (Enablereal server 3)

6. Ontheswitch, definea Real Server Group.

This places the three web-cache real serversinto one service group:

>> Real server 3 # /cfg/slb/group 1 (Select real server group 1)
>> Real server group 1 # add 1 (Add real server 1togroup 1)
>> Real server group 1 # add 2 (Add real server 2to group 1)
>> Real server group 1 # add 3 (Add real server 3to group 1)
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7. Ontheswitch, set the Real Server Group metrictom nm sses.

This helps minimize web-cache misses in the event real serversfail or are taken out of service:

>> Real server group 1 # metrc m nmi sses (Metricfor minimum cache misses.)

8. Ontheswitch, verify that server processing is disabled on the ports supporting applica-
tion redirection.

NOTE — Do not use the “server” setting on a port with Application Redirection enabled. Server
processing is used only with Server Load Balancing. To disable server processing on the port,
use the commands on thef g/ sl b/ port menu, as described in Chapter 8 of\tfebOS

8.0 Command Reference.

9. Ontheswitch, create afilter that will intercept and redirect all client HTTP requests.

The filter must be able to intercept all TCP traffic for the HTTP destination port, and must
redirect it to the proper port on the real server group:

>> SLB port 6 # /cfg/slb/filt 2 (Select the menu for Filter #2)
>> Filter 2# sip any (From any source | P addresses)
>> Filter 2# dip any (To any detination IP addresses)
>> Filter 2# proto tcp (For TCP protocal traffic)

>> Filter 2# sport any (From any source port)

>> Filter 2# dport http (To an HTTP destination port)
>> Filter 2# action redir (Set the action for redirection)
>> Filter 2# rport http (Set the redirection port)

>> Filter 2# group 1 (Select real server group 1)

>> Filter 2# ena (Enable thefilter)

Ther port parameter must be configured whenever TCP/UDP protocol traffic is redirected.
Ther port parameter defines the real server TCP or UDP port to which redirected traffic will
be sent. The port defined by thport parameter is used when performing Layer 4 health
checks of TCP services.

Also, if transparent proxies are used for Network Address Translation (NAT) on the switch
(seeStep 3. on page Jther port parameter must be configured for all Application Redirec-
tion filters. Take care to use the proper port designationngtr t : if the transparent proxy
operation resides on the host, the well-known port (80, or “http”) is probably required. If the
transparent proxy occurs on the switch, make sure to use the service port required by the spe-
cific software package.

Alteon Systems Chapter 3: Application Redirection m 71
050087A, May 2000



WebOS 8.0 Application Guide

10.

1.

See “IP Proxy Addresses for Transparent Proxies or Complex Networks” on pdge mére
about IP proxy addresses.

On the switch, create a default filter.

In this case, the default filter will allow all non-cached traffic to proceed normally:

>> Filter 2# ../filt 224 (Select the default filter)

>> Filter 224# sip any (From any source | P addresses)
>> Filter 224# dip any (To any detination IP addresses)
>> Filter 224# proto any (For any protocols)

>> Filter 224# action allow (Set the action to allow traffic)
>> Filter 224# ena (Enable the default filter)

NOTE — When the pr ot o parameter is not tcp or udp, then sport and dport areignored.

On the switch, assign thefiltersto theclient ports.

Assuming that the redirected clients are connected to physical switch ports 5 and 6, both ports
are configured to use the previously created filters as follows:

>> Filter 224# ../port 5 (Select the SLB port 5)
>> SLB Port 5 # add 2 (Add filter 1 to port 5)
>> SLB Port 5 # add 224 (Add the default filter to port 5)
>> SLB Port 5 # filt enable (Enablefiltering for port 5)
>> SLB Port 5 # ../port 6 (Select the SLB port 6)
>> SLB Port 6 # add 2 (Add filter 1 to port 6)
>> SLB Port 6 # add 224 (Add the default filter to port 6)
>> SLB Port 6 # filt enable (Enablefiltering for port 6)
12. On the switch, enable, apply, and verify the configuration.
>> SLB Port 6 # .. (Select Server Load Balancing Menu)
>> Server Load Bal anci ng# on (Activate Layer 4 software services)
>> Server Load Bal anci ng# apply (Make your changes active)
>> Server Load Bal anci ng# cur (View current settings)
NOTE — Server Load Balancing must be turned on in order for Application Redirection to work
properly. The ®n” command is valid only if the optional Layer 4 software is enabled on your
switch (see “Activating Optional Software” in théebOS 8.0 Command Reference.
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13. Examine the resulting information from the “cur ” command. If any settings are incor-
rect, make appropriate changes.

14. On the switch, save your new configuration changes.

>> Server Load Bal anci ng# save (Save for restore after reboot)

15. On the switch, check the Server Load Balancing information.

>> Server Load Bal ancing# /info/slb (View 9B information)

Check that all Server Load Balancing parameters are working according to expectation. If nec-
essary, make any appropriate configuration changes and then check the information again.

NOTE — Changes to filters on a given port only effect new sessions. To make filter changes
take effect immediately, clear the session binding table for the port (see the
/ oper/ sl b/ cl ear command in the WebOS 8.0 Command Reference).
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IP Proxy Addresses for Transparent Proxies or Complex
Networks
Transparent proxies provide the benefits listed below when used with Application Redirection.

Application redirection is automatically enabled when afilter with ther edi r actionisapplied
on aport.

B With proxies | P addresses configured on redirected ports, the switch can redirect client
reguests to servers located on any subnet, anywhere.

B The switch can perform transparent substitution for all source and destination addresses,
including destination port remapping. This provides support for comprehensive, fully-
transparent proxies. These proxies are transparent to the user. No additional client config-
uration is needed.

The following procedure can be used for configuring proxy |P addresses:
1. Add proxy |P addressesto theredirection ports.

Each of the ports using redirection filters require proxy | P addresses to be configured. Each
proxy | P address must be unique on your network. These are configured as follows:

>> SLB port 3# /cfg/slb/port 5 (Select network port #5)

>> SLB port 5# pip 200.200. 200. 68 (Set proxy IP address for port #5)
>> SLB port 5# ../proxy ena (Enable proxy port #5)

>> SLB port 5# ../port 6 (Select network port #6)

>> SLB port 6# pip 200.200.200. 69 (Set proxy IP address for port #6)
>> SLB port 6# ../proxy ena (Enable proxy port #6)

2. If VMA isenabled, add proxy | P addresses for all other switch ports (except Port 9).

Virtual Matrix Architecture (VMA) isnormally enabled on the switch. In addition to enhanced
resource management, this feature eliminates many of the restrictions found in earlier versions
of the WebOS. It does require, however, than when any switch port is configured with an P
proxy address, all ports must be configured with | P proxy addresses. Otherwise, if VMA isdis-
abled, only the client port with filters need proxy |P addresses and this step can be skipped.
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The following commands can be used to configure the additional unique proxy |P addresses:

>> SLB port 6# ../port 1 (Select network port #1)
>> SLB port 1# pip 200. 200. 200. 70 (Set proxy IP address for port #1)
>> SLB port 1# ../port 2 (Select network port #2)
>> SLB port 2# pip 200.200.200. 71 (Set proxy IP address for port #2)
>> SLB port 2# ../port 3 (Select network port #3)
>> SLB port 3# pip 200.200. 200. 72 (Set proxy IP address for port #3)
>> SLB port 3# ../port 4 (Select network port #4)
>> SLB port 4# pip 200. 200. 200. 73 (Set proxy IP address for port #4)
>> SLB port 4# ../port 7 (Select network port #7)
>> SLB port 7# pip 200.200.200.74 (Set proxy IP address for port #7)
>> SLB port 7# ../port 8 (Select network port #8)
>> SLB port 8# pip 200.200.200.75 (Set proxy IP address for port #8)

NOTE — Port 9 does not require a proxy 1P address with VMA enabled.

See the Web0S 8.0 Command Reference for more information (/ cf g/ sl b/ adv/ mat ri x).
3. Configurethe Application Redirection filters.

Once proxy | P addresses are established, you need to configure each Application Redirection
filter (filter 2 in our example) with the real server TCP or UDP port to which redirected traffic
will be sent. In this case, we are mapping the requests to different destination port (8080). You
must also enable proxies on the real servers:

>> # [cfg/slb/filt 2 (Select the menu for Filter #2)
>> Filter 2 # rport 8080 (Set proxy redirection port)
>> Filter 2 # real 1/proxy enable (Enable proxy on real servers)

>> Real server 1 # ../real 2/proxy enabl e (Enableproxyonreal servers)
>> Real server 2 # ../real 3/proxy enabl e (Enableproxyonreal servers)

NOTE — This configuration is not limited to HTTP Web service. Other TCP/IP services can be
configured in asimilar fashion. For example, if this had been aDNS redirect, r por t would be
sent to well-known port 53 (or the service port you want to remap to.) For alist of other well-
known services and ports, see the WebOS 8.0 Command Reference.

4. Apply and save your changes.

5. Check server statisticsto verify that traffic has been redirected based on filtering criteria:

>> # [infol/slb/group <group#>/filter <filter#> (Mew statistics for server filter)
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Excluding Non-Cacheable Sites

Some Web sites provide content which isn't well suited for redirection to cache servers. Such
sites might provide browser-based games, applications that keep real-time session informatior
or authenticate by client IP address.

To prevent such sites from being redirected to cache-servers, create a filter which allows this
specific traffic to pass normally through the switch. This filter must have a higher precedence
(a lower filter number) than the Application Redirection filter.

For example, if you wished to prevent a popular web-based game site on subnet 200.10.10.*
from being redirected, you could add the following to the previous example configuration:

>> # [cfg/slb/filt 1 (Select the menu for Filter #1)
>> Filter 1# dip 200.10.10.0 (To the site’s destination IP address),
>> Filter 1# dmask 255.255.255.0 (For entire subnet range)
>> Filter 1# sip any (From any source IP address)
>> Filter 1# proto tcp (For TCP traffic)
>> Filter 1# dport http (To an HTTP destination port)
>> Filter 1# sport any (From any source port)
>> Filter 1# action allow (Allow matching traffic to pass)
>> Filter 1# ena (Enable the filter)
>> Filter 1# ../port 5 (Select SLB port 5)
>> SLB port 5# add 1 (Add the filter to port 5)
>> SLB port 5# ../port 6 (Select SLB port 6)
>> SLB port 6# add 1 (Add the filter to port 6)
>> SLB port 6# apply (Apply configuration changes)
>> SLB port 6# save (Save configuration changes)
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Defining IP Address Ranges for Filters

You can specify arange of IP address for filtering both the source and/or destination | P address
for traffic. When arange of |1P addressesis needed, the si p (source) or di p (destination)
defines the base IP address in the desired range, and the smask (source) or dmask (destina-
tion) isthe mask which is applied to produce the range.

For example, to determine if a client request’s destination IP address should be redirected to
the cache servers attached to a particular switch, the destination IP address is masked (bit-wise
AND) with thednask and then compared to tkeé p.

As another example, you could configure the switch with two filters so that each would handle
traffic filtering for one half of the Internet. To do this, you could define the following parameters:

Table 3-2 Filtering IP Address Ranges

Filter Internet Address Range dip dmask
#1 0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0
#2 128.0.0.0 - 255.255.255.255 128.0.0.0 128.0.0.0

Additional Application Redirection Options

Application Redirection can be used in combination with other Layer 4 options such as load
balancing metrics, health checks, real server group backups, and mdved@eenal SLB
Options” on page 3fbr details.
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CHAPTER 4

Health Checking

Content-intelligent Web switches allow webmasters to customize server health checks to ver-
ify content accessibility in large Web sites. Asthe amount of content grows and informationis
distributed across different server farms, flexible, customizable content health checks are criti-
cal to ensuring end-to-end availability.

Health Check Features

WebOS 8.0 health check additions are summarized below:

B “send/expect” script-based health checks

Dynamically verify application and content availability using “scripts.” These scripts exe-
cute a sequence of tests to verify application and content availability.

B The switch can check availability of RADIUS content and SSL connections.

B Option to keep sending traffic on existing connections to a server that failed Layer 4 or
content health check but reachable via ICMP.

B Ability to detect that a number of serven§ ih a server group are down and send a mes-
sage to syslog host. The numbas user configurable.

B Layer 2 health check or ARP health check
O Optional health check method for default gateway to be either ARP or Ping

O If the default gateway that the switch is configured to use is a VRRP router, it may not
answer pings according to the standard and the health check will fail.

B SSL “Hello” Health Checks

A health check option on the Real Server Group Mehaf g/ sl b/ gr oup/ heal t/
ssl h) allows the switch to query the health of SSL servers.
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Health-Check Parameters for Real Servers

By default, the switch checks the status of each service on each real server every two seconds.
Sometimes, the real server may be too busy processing connections to respond to health checks.
If a service does not respond to four consecutive health checks, the switch, by default, declares
the service unavailable. Both the health check interval and the number of retries can be modified.

>> # [cfg/slb/real real-server-number (Select the real server)

>> Real server# intr 4 (Check real server every 4 seconds)

>> Real server# retry 6 (If 6 consecutive health checks fail,,
declarereal server down)

Hostname for HTTP Content Health Checks

HTTP-based health checks can include the hostname for HOST: headers. The HOST: header
and health check URL are constructed from the following components:

Item Option Configured Under Maximum Length
Virtual server hostname hnane lcfglslbl/virt 9 characters
Domain name dnane lcfglslblvirt 35 characters

Server group health check field  content  / cf g/ sl b/ gr oup 34 characters

If the HOST: header isrequired, an HTTP/ 1. 1 GET will occur, otherwisean HTTP/ 1. 0
GET will occur.
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Example 1:
hnanme =conpute
dnane =alteon.com

content =i ndex. htnl
Health check is performed using:

GET /index.htmd HTTP/ 1.1
Host: conput e. al t eon. com

Example 2:
hname = (none)
dname =ral ei ghduram ci tyguru. com

content =/page/ gen/ ?_tenpl ate=al t eon
Health check is performed using:

CET / page/ gen/ ?_tenpl ate=alteon HTTP/ 1.1
Host: r al ei ghduram ci t yguru. com

Example 3:
hname = (none)
dname =conpute

content =i ndex. htnl
Health check is performed using:
CET /index.htm HITP/ 1.1

Host: comput e
Example 4:

hnane = (none)

dname  =(none)

content =index. htm
Health check is performed using:
GET /index.htm HTTP/ 1.0 (sinceno HTTP HOST: header isrequired)

Example5:
hname = (none)
dname = (none)

content =//conput e/index. htm
Health check is performed using:

GET /index.htm HITP/ 1.1
Host: comput e
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RADIUS Server Health Checking

The RADIUS (Remote Authentication Dial In User Service) protocol is used to authenticate
dial-up usersto remote access servers (RAS) and the client application they will use during the
dial-up connection.

B RADIUS Content Health Check Enhancements
O Includethe switch IP asthe NAS |P parameter in the RADIUS content health check
O RADIUS health check using real server port configured, that is, ther port .

O Variable length RADIUS secret password. Supports less than 16 octets and up to 32
octets

RADIUS is stateless and uses UDP asiits transport protocol. To support RADIUS health
checking, the network administrator must configure two parameters in the switch: the/ cf g/
sl b/ secr et value and the cont ent parameter with a username: password value.

>> # [cfg/slbl/group <real server group number> (Select thereal server group.)

>> # heal th radius (Specify the type of health checking to
be performed.)

>> # content <username>: <password> (Specify the RADIUS user name: pass-
word value.)

>> # ../adv/secret <RADIUScoded value> (Enter up to 32 alphanumeric charac-
ters used to encrypt and decrypt pass-
word.)

B Thesecret valueisafield of up to 32 alphanumeric characters that is used by the
switch to encrypt a password during the RSA Message Digest Algorithm (MD5) and by
the RADIUS server to decrypt the password during verification.

B Thecont ent option specifies the username: password value that the server tries to
match in its user database. In addition to verifying the user name and password, the data-
base may specify the client(s) or port(s) to which the user is allowed access.
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RADIUS Server Content Health Checks

The Alteon Web switch will provide the NAS_IP parameter while performing RADIUS con-
tent health checks. The switch uses the |P address of the IP interface that has the same subnet
of the RADIUS server or the default gateway asthe NAS IP.

NoTE — Although the NAS IPisnot specified as being required in the RFC, Ascend’s native
RADIUS servers require this parameter.

The RADIUS health check will be performed using the configured real server port, that is, the
rport.

IMAP Server Health Checking

IMAP (Internet Message Access Protocol) isamail server protocol that is used between acli-
ent system and amail server, to allow a user to retrieve and manipulate mail messages they
have received.

NoTE — IMAP isnot used for mail transfers between mail servers or from clients to a mail
server.

IMAP servers listen to TCP port 143. To support IMAP health checking, the network adminis-
trator must configure a username: password value in the switch, using the cont ent option on
the SLB Real Server Group Menu (/ cf g/ sl b/ gr oup).

>> # [cfgl/slb/group real-server-group-number (Select thereal server group.)

>> # sl b/group/health inmap (Specify the type of health checking to
be performed.)

>> # sl b/ group/ content username:password (Specify the IMAP username: pass-
word value.)

The cont ent option specifies the username: password value that the server triesto match in
its user database. In addition to verifying the user name and password, the database may spec-
ify the client(s) or port(s) to which the user is allowed access.
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Script-Based Health Checks

Using thisfeature, you can configure the switch to send a series of health check requeststo real
servers and monitor the responses. To verify application and content availability, you can
define alist of health check statements in send/expect format.

NoTE — Health check scripts can only be set up viathe command-line interface.

The benefits of using script-based health checks are listed below:

B Ability to send multiple commands

B Check for any return string

B Test availability of different applications

B Test availability of multiple domains or websites

The expect string can be any string in the entire response. WebOS 8.0 supports the following
capacity for asingle switch:

B # bytesper script = 1024
B # scripts per switch=8

B # health check statements (HTTP GET and expect strings) = approximately 10 to 15

Script Format

The general format for health check scripts is shown below, with a detailed example following.

open application_port (e.g., 80 for HTTP, 23 for Telnet, etc.)
send requestl

expect responsel

send request2

expect response2

send request3

expect response3

cl ose

NoTE — If you will be doing HTTP 1.1 pipelining, you'll need to individually open and close
each response in the script.
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Example #1: Configure the switch to check a series of web pages (HTML or dynamic CGlI
scripts) before it declares areal server up. A sample script is shown below:

/cfglslb/group x/health scriptl; content: none
/cfglslbladv/scriptl

open 80

send GET /index.htm HTTP/ 1. 1\\r\\ nHOST: 192. 192. 1. 1\\r\\n
expect HITP/ 1.0 200

cl ose

open 80

send GET /script.cgi HTTP/ 1. 1\\r\\ nHOST: 192. 192. 1. 1\\r\\n
expect HITP/ 1.0 200

cl ose

open 443

cl ose

NOTE — You must type two “\"s before an “n” or “r” when entering the send string as an argu-
ment to the command “send”. If the text string is instead entered after hitting <return>, then

only one “\" is needed before the “n” or “r".

Example #2: GSLB URL Health Check

In earlier WebOS releases, each remote GSLB site’s VIP was required to be a real server of the
local switch. Each switch sends a health check request to the other switch’s virtual servers that
are configured on the local switch. The health check is successful if there is at least one real
server on the remote switch that is up. If all real servers on the remote switch are down, the
remote real server (a virtual server of a remote switch) will respond with an HTTP Redirect
message to the health check.

Using the scriptable health check feature in WebOS 8.0, network administrators can set up
health check statements to check all the sub-strings involved in all the real servers.

Site #1 with VIP_1 and the following RIPs:

B RIP_1 and RIP_2: “images”

B RIP_3 and RIP_4: “html”

B RIP_5 and RIP_6: “cgi and “bin”
B RIP_7: whichis VIP_2, “any”

Alteon Systems Chapter 4: Health Checking m 85
050087A, May 2000



WebOS 8.0 Application Guide

Site #2 with VIP_2 and the following RIPs:

B RIP_1 and RIP_2: “images”

B RIP_3 and RIP_4: “html”

B RIP_5 and RIP_6: “cgi” and “bin”
B RIP_7: whichis VIP_1, “any”

A sample script is shown below:

cl ose

cl ose

cl ose

/cfglslb/group x/health script2; content: none
/ cfglslbl/adv/script?2

open 80
send GET /images/default.asp HTTP/ 1. 1\r\nHOST: 192.192. 1. 2\\r\\n\\r\\n
expect HITP/ 1.1 200

open 80
send GET /install/default.htm HTTP/1.2\r\nHOST: 192.192.1.2\\r\\n\\r\\n
expect HITP/ 1.1 200

open 80
send GET /script.cgi HTTP/ 1. 1\\r\\ nHOST: www. al teon. com\r\\n\\r\\n
expect HITP/ 1.1 200

86 m Chapter 4:

Script-based health checking is intelligent in that it will only send the appropriate requests to
the relevant servers. In the example above, the first GET statement will only be sentto RIP_1
and RIP_2. Going through the health check statements serially will ensure that all content are
available by at least one real server on the remote site.

You should configure the remote RIP (the VIP of the remote site) to accept “any” URL
requests. The purpose of the first GET is to check if RIP_1 or RIP_2 is up; that is, to check if
the remote site has at least one server for “images” content. Either RIP_1 or RIP_2 will
respond to the first GET health check.

If all the RIPs are down, RIP_7 (the VIP of the remote site) will respond with an HTTP Redi-
rect (respond code 302) to the health check. Thus, the health check will fail as the expected
respond code is 200. This ensures that the HTTP Redirect messages will not cause a loop.
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HTTPS/SSL Health Check

Thessl h health check option on the Real Server Group Menu (/ cf g/ sl b/ gr oup/

heal t/ ssl h) alowsthe switch to query the health of the SSL servers by sending an SSL

client “Hello” packet and then verify the contents of the server’s “Hello” response. SSL health
check is performed using real server port configured, that is,pbet

The SSL enhanced health check behavior is summarized below:
B The switch sends a SSL “Hello” packet to the SSL server.
B Ifitis up and running, the SSL server responds with the “Server Hello” message.

B The switch verifies various fields in the response and marks the service “UP” if the fields
are OK.

During the handshake, the user and server exchange security certificates, negotiate an encryp-
tion and compression method, and establish a session ID for each session.
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CHAPTER 5
Global Server Load Balancing

This chapter provides a conceptual overview of Global Server Load Balancing (GSLB) and
configuration examples for performing GSLB across multiple geographic sites. The number of
supported GSL B sites per switch has been increased to 64, with atotal aggregate of 2048 ser-
vice/site combinations.

NOTE — Both the optional Server Load Balancing and Global Server Load Balancing software
keys must be enabled. See the WebOS Command Reference for details.

GSLB Overview

Global Server Load Balancing (GSLB), lets you balance server traffic load across multiple
physical sites. This alows you to smoothly integrate the resources of a world-wide series of

server sites, and to balance web content (or other services) intelligently among them. Alteon
WebSystems’ GSLB system takes into account individual sites’ health, response time, and
geographic location for a global performance perspective.

NOTE — URL-based server load balancing is compatible with GSLB. Cookie-based persistence
is compatible with GSLB using Active Cookie Mode (Cookie Rewrite Mode).
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Benefits
GSLB meets the following demands for distributed network services:

B High content availability through distributed content and distributed decision making. If
one site becomes disabled, the others become aware of it and take up the load.

B No latency during client connection set up. Instant site hand-off decisions can be made by
any distributed switch.

B Thebest performing sites get a majority of traffic over a given period of time, but are not
overwhelmed.

B Switchesat different sitesregularly exchange information through DSSP (Distributed Site
State Protocol), and can trigger exchanges when any site’s health status changes. This
ensures that each active site has valid state knowledge and statistics.

B Takes geography into account, as well as network topology.

B Gives creative control to the administrator or web-master to build and control content by
user, location, target application, and more.

B Easy to deploy, manage, and scale. Switch configuration is straight-forward. There are no
complex system topologies involving routers, protocols, etcetera.

B Provides flexible design options.

B Supports all IP protocols.
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How GSLB Works

Consider the following sample network:

Client Site

_."P'_ DNS

DNS
Request

Foo Corp. California Foo Corp. Denver

- ﬁ
Best Service!

= ACEswitch \
L 4

’\ ) =
- ——’ Internet
Switches regularly exchange performance information

Web DNS response Web

Servers lists best site's Servers
IP address first

1. Browser requests www.foocorp.com IP address from local DNS.

2. Client's DNS asks its upstream DNS, which in turn asks the next, and so on,
until the address is resolved.

3. The Foo Corp. Denver DNS knows that the local ACEswitch is an authoritative
name server for www.foocorp.com.

4. The switch DSLB software knows that Foo Corp. California currently provides
better service, and responds with Foo Corp. California’s virtual IP address listed first.

5. The client connects to Foo Corp. California for the best service.

Figure 5-1 DNS Resolution with Global Server Load Balancing

In this example, a client is using their web-browser to view the web-site for the Foo Corpora-

tion at www.foocorp.com. The Foo Corporation has two sites: onein California, and onein

Denver, each with identical content and services available. Both sites have an Alteon Web-

Systems’ Web switch configured for Global Server Load Balancing. These switches are also
configured as the Authoritative Name Servers for www.foocorp.com.
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When aclient loads their web-browsing software and enters the URL for awebsite such as
www.foocorp.com, a query is sent to the client’s local DNS server, asking for the IP address
that represents the domain name entered. If the local DNS server does not have this informa-
tion cached, it will in turn ask a DNS server further upstream. Eventually, the request will
reach an upstream DNS server that has this information on hand, or it will reach one of the Foo
Corporation’s DNS servers. The Foo Corporation’s DNS server has been configured to know
that the local Alteon WebSystems’ Web switch with Global Server Load Balancing software is
the authoritative name server for www.foocorp.com.

Each switch with GSLB software is capable of responding to the client’'s name resolution
request. Since each switch regularly checks and communicates health and performance infor-
mation with its peers, either switch can determine which site (or sites) are best able to serve the
client’s web-cruising needs, and can respond with a list of IP addresses for the Foo Corpora-
tion’s distributed sites, prioritized by performance, geography, and other criteria.

The client’s web browser will use the IP address information to open a connection to the best
available site. The IP addresses represent virtual servers at any site, which are locally load ba
anced according to regular Server Load Balancing configuration.

If the site serving the client HTTP content suddenly experiences a failure (no healthy real serv-
ers) or becomes overloaded with traffic (all real servers reach their maximum connection
limit), the switch will issue an HTTP Redirect and transparently cause the client to connect to
another peer site.

The end result is that the client gets quick, reliable service with no latency and no special cli-
ent-side configuration.
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GSLB Configuration Example

Summary

Configuring Global Server Load Balancing is simply an extension of the configuration proce-
dure for Server Load Balancing. The process is summarized as follows:

B Usetheadministrator login to connect to the switch you are configuring.

B Activate Server Load Balancing and Global Server Load Balancing software keys.

B Configurethe switch at each site with basic attributes
O Configurethe switch IP interface
O Configure the default gateways

B Configurethe switch at each site to act as Domain Name System (DNS) server for each
service hosted on itsvirtual servers. Also, configurethe local DNS server to recognize the
switch as the authoritative DNS server for the hosted services.

B Configurethe switch at each site as usual for local Server Load Balancing.
O Defineeach local real server
O Group local real serversinto real server groups
O Definethelocal virtual server with its |P address, services, and real server groups
O Define the switch port states
O Enable Server Load Balancing

B Finally, make each switch recognize its remote peers.
O Oneach switch, configure aremote real server entry for each remote service.
O Add the remote real server entry to an appropriate real server group.
O Enable Globa Server Load Balancing
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Example GSLB Configuration Procedure

Consider the following example network:

California Site Denver Site
200.200.200.X Network 174.14.70.X Network

DNS Server: = = DNS Server:
200.200.200.102 174.14.70.102
ACEswitch \ ACEswitch E
E -_ Internet T m——"’ %ﬁ
IP Interface: Default Gateway: Default Gateway:  IP Interface:

Web Servers:  200.200.200.100  200.200.200.101 1741470101 1741470100  \ep Servers:
200.200.200.2  Virtual Server: Virtual Server: 17414702
200.200.200.3  200.200.200.1 174.14.70.1 17414703

Figure 5-2 Global Server Load Balancing Example Topology

In the following examples, many of the options are |eft to their default values. See “Additional
SLB Options” on page 3fdr more options.

The following is required prior to configuration:
B You must be connected to the switch command-line interface as the administrator.
B Both of the following optional software keys must be activated:

O Server Load Balancing

O Global Server Load Balancing

NOTE — For details about any of the processes or menu commands described in this example,
see the WebOS 8.0 Command Reference.
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Part One: Configure the California Site with Basic System Items

1. If theweb-based interfaceisto be used for managing the California switch, changeits
service port.

Global Server Load Balancing uses service port 80 on the | P interface for DSSP updates. By
default, the WebOS Web-based interface also uses port 80. Both services cannot use the same
port. If the Web-based interface isenabled (seethe/ cf g/ sys/ ht t p command in Chapter 7 of
the WebOS 8.0 Command Reference), configureit to use adifferent port.

For exampl e, to change the web-based interface port to 8080, enter the following command:

>> Mai n# /cfgl/sys (Select the System Menu)
>> System# wport 8080 (Set service port 8080 for web Ul)

2. OntheCalifornia switch, define an | P interface.

The switch IP interface is the entity that responds when asked to resolve client DNS requests.
The IP interface must have an IP route to the local real servers. The switch uses this path to
determine the level of TCP/IP reachability of the real servers.

To configure an IP interface for this example, enter these commands from the CLI:

>> System# /cfglip/if 1 (Sclect IP interface #1)
>> | P Interface 1# addr 200.200.200. 100 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface #1)

NOTE — This example assumes that all ports and IP interfaces use default VLAN #1, requiring
no special VLAN configuration for the ports or I P interface.

3. OntheCalifornia switch, define the default gateway.

In this example, arouter at the edge of the site acts as the default gateway to the Internet. To
configure the default gateway for this example, enter these commands from the CL1:

>> |P Interface 1# ../gw 1 (Select default gateway #1)
>> Default gateway 1# addr 200.200. 200. 101 (Assign IP address for the gateway)
>> Default gateway 1# ena (Enable default gateway #1)

4. Configurethelocal DNS server to recognize the local GSL B switch asthe authoritative
name server for the hosted services.

Determine the domain name which will be distributed to both sites, and the hostname for each
distributed service. In this example, the California DNS server is configured to recognize
200.200.200.100 (the IP interface of the California GSLB switch) as the authoritative name
server for www.foocorp.com.
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Part Two: Configure the California Switch for Standard SLB

1. Assign an IP addressto each of thereal serversin thelocal California server pool.

Thereal serversin any real server group must have an IP route to the switch that will perform
the Server Load Balancing functions. Thisis most easily accomplished by placing the switches
and servers on the same | P subnet, although advanced routing techniques can be used as long
as they do not violate the topology rules outlined in “Network Topology Considerations” on
page 22

For this example, the web-host real servers have IP addresses on the same IP subnet:

Table 5-1 GSLB Example: California Real Server IP Addresses

Real Server IP address
Server A 200.200.200.2
Server B 200.200.200.3

2. On the California switch, define each local Real Server.

For each local real server, you must assign a real server number, specify its actual IP address
and enable the real server. For example:

>> Default gateway 1# /cfg/slb/real 1 (Server Aisreal server 1)
>> Real server 1 # rip 200.200.200.2 (Assign Server A IP address)
>> Real server 1 # ena (Enablereal server 1)

>> Real server 1 # ../real 2 (Server Bisreal server 2)
>> Real server 2 # rip 200.200.200.3 (Assign Server B IP address)
>> Real server 2 # ena (Enablereal server 2)

3. OntheCalifornia switch, define a Real Server Group.

This combines the real servers into one service group, and sets the necessary health checkin
parameters. In this example, HTTP health checking is used to ensure that web content is bein
served. If the index.html file is not accessible on a real server during health checks, the real
server will be marked as down.

The following commands are entered:

>> Real server 2 # /cfg/slb/group 1 (Select real server group 1)

>> Real server group 1# add 1 (Add real server 1togroup 1)

>> Real server group 1# add 2 (Add real server 2to group 1)

>> Real server group 1# health http (Use HTTP for health checks)

>> Real server group 1# content index. htn (Set URL content for health checks)
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4. On the California switch, define a Virtual Server.

All client requests will be addressed to avirtual 1P on avirtual server defined on the switch.
Clients acquire the virtual 1P through normal DNS resolution. HTTP uses well-known TCP
port 80. In this example, HTTP is configured as the only service running on thisvirtual 1P, and
is associated with our real server group. For example:

>> Real server group 1 # /cfg/slb/virt 1 (Selectvirtual server 1)

>> Virtual server 1# vip 200.200.200.1 (Assign a virtual server IP address)
>> Virtual Server 1# service 80

>> Virtual server 1 http Service# group 1 (Associatevirtual portto real group)
>> Virtual server 1 http Service# ../ena (Enable the virtual server)

NOTE — This configuration is not limited to HTTP web service. Other TCP/IP services can be
configured in asimilar fashion. For alist of other well-known services and ports, see the com-
mand option information in the “Configuration” chapter of WbOS Command Reference.

5. OntheCalifornia switch, definethetype of L4 traffic processing each port must support.
In this example, the following ports are being used on the ACEswitch 180:
Table 5-2 GSLB Example: California ACEswitch 180 Port Usage

Port Host Layer 4 Processing
1 Server A Server
2 Server B Server
6 Default Gateway Router. This connects the switch to the Internet Client

where all client requests originate.

The ports are configured as follows:

>> Virtual server 1# /cfg/slb/port 1 (Select physical switch port 1)
>> SLB port 1# server ena (Enable server processing on port 1)
>> SLB port 1# ../port 2 (Select physical switch port 2)
>> SLB port 2# server ena (Enable server processing on port 2)
>> SLB port 2# ../port 6 (Select physical switch port 6)
>> SLB port 6# client ena (Enable client processing on port 6)

6. Onthe California switch, enable Server Load Balancing.

>> SLB port 6# .. (Select the S_B Menu)
>> Server Load Bal anci ng# on (Turn Server Load Balancing on)
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Part Three: Configure the California Site for GSLB

1. OntheCaliforniaswitch, define each remote site.

Add and enable the | P address for the | P interface of up to 64 remote sites. In this example,
there is only one remote site: Denver, with an I P interface address of 174.14.70.100. The fol-
lowing commands are used:

>> Server Load Bal ancing# gslb/site 1 (Select Remote Ste #1)
>> Renote site 1# prima 174.14.70. 100 (Define remote interface)
>> Renote site 1# ena (Enable remote site #1)

Each additional remote site would be configured in the same manner.

2. Onthe California switch, assign each remote distributed serviceto alocal virtual server.

NOTE — This step can result in improper configuration if not clearly understood. Please take
care to note where each configured value originates.

In this step, we are configuring the local Californiasite to recognize the services offered at the

remote Denver site. To do this, configure one real server entry on the California switch for

each virtual server located at each remote site. Since there’s only one remote site (Denver) witl
only one virtual server, only one more local real server entry is needed at the California site.

The new real server entry will be configured with the | P address of the remote virtual server,
rather than the usual 1P address of alocal physical server.

Also, the “remote” property will be enabled, and the real server entry will be added to the real
server group under the local virtual server for the intended service. Finally, since the real server
health checks will be headed across the Internet, the health checking interval should be
increased to 30 or 60 seconds to avoid generating excess traffic. For example:

>> Renote site 1# /cfg/slb/real 3 (Create an entry for real server #3)
>> Real server 3# rip 174.14.70.1 (Set remote virtual server |P address)
>> Real server 3# renote enable (Define the real server as remote)
>> Real server 3# inter 60 (Set a high health check interval)

>> Real server 3# ena (Enable the real server entry)

>> Real server 3# ../group 1 (Select appropriate real server group)
>> Real server group 1# add 3 (Add real server 3 to the group 1)

NOTE — The IP address of the real server being added is taken from the virtual server IP
address on the remote switch. Do not confuse this value with the | P interface address on the
remote switch.
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3. OntheCalifornia switch, define the domain name and hostname for each service hosted
on each virtual server.
In this example, the domain name for the Foo Corporation is “foocorp.com,” and the hosthame
for the only service (HTTP) is “www.” These values are configured as follows:
>> Real server group 1# /cfg/slb/virt 1 (Select virtual server #1)
>> Virtual server 1# dnane foocorp.com (Define domain name)
>> Virtual server 1# service 80 hnane http wwwDefine HTTP hostname)
If other services were defined (such as FTP), additional hostname entries would be made.
4. On the California switch, turn on Global Server Load Balancing.
>> Virtual server 1# ../gslb (Select the GSLB Menu)
>> G obal SLB# on (Activate GSLB for the switch)
5. Apply and verify the configuration.
>> G obal SLB# apply (Make your changes active)
>> G obal SLB# cur (View current GSLB settings)
>> G obal SLB# ../cur (View current SLB settings)
Examine the resulting information. If any settings are incorrect, make and apply any appropri-
ate changes, and then check again.
6. Saveyour new configuration changes.
>> Layer 4# save (Save for restore after reboot)
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Part Four: Configure the Denver Site with Basic System Items

Following the same procedures as above, configuration the Denver site as follows.

1. If the WebOS web-based interface (WBI) isto be used for managing the Denver switch,
changeits service port.

>> Mai n# /cfgl/sys (Select the System Menu)
>> System# wport 8080 (Set service port 8080 for WBI)

2. Onthe Denver switch, define an I P interface.

>> Main# /cfglip/if 1 (Select IP interface #1)
>> | P Interface 1# addr 174.14.70.100 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface #1)

3. OntheDenver switch, define the default gateway.

>> |P Interface 1# ../gw 1 (Select default gateway #1)
>> Default gateway 1# addr 174.14.70.101 (AssignIP addressfor the gateway)
>> Default gateway 1# ena (Enable default gateway #1)

4. Configurethelocal DNS server to recognize the local GSL B switch asthe authoritative
name server for the hosted services.

The Denver DNS server is configured to recognize 174.14.70.100 (the | P interface of the Den-
ver GSLB switch) as the authoritative name server for www.foocorp.com).
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Part Five: Configure the Denver Switch for Standard SLB

1. Assign an IP addressto each of thereal serversin thelocal Denver server pool.

Real Server IP address
Server C 179.14.70.2
Server D 179.14.70.2

2. On the Denver switch, define each local Real Server.

Table 5-3 Denver Real Server IP Addresses

>>
>>
>>
>>
>>
>>

Default gateway 1# /cfg/slb/real

Real
Real
Real
Real
Real

server 1
server
server
server
server

NN P B

rip 179.14.70.2
ena

../lreal 2

rip 179.14.70.3
ena

H O H OH R

1

(Server Cisreal server 1)
(Assign Server C |P address)
(Enablereal server 1)
(Server D isreal server 2)
(Assign Server D IP address)
(Enablereal server 2)

3. On the Denver switch,

definea Real Server Group.

>>
>>
>>
>>
>>

Real
Real
Real
Real
Real

server 2 # [cfg/slb/group 1

server gr
server gr

server group 1# health http
oup 1# content index.htm

server gr

oup 1# add 1
oup 1# add 2

(Select real server group 1)

(Add real server 1to group 1)

(Add real server 2to group 1)

(Use HTTP for health checks)

(Set URL content for health checks)

4. OntheDenver switch, definea Virtual Server.

>>
>>
>>
>>
>>

Real

server group 1 # /cfg/slb/virt 1
Virtual server
Virtual server
Virtual server
Virtual server

1# vip 179.14.70.
1# service http

1

(Select virtual server 1)
(Assign | P address)
(Select the HTTP service menu)

1 http Service# group 1 (Associatevirtual port to real group)

1 http Service#

..lena

(Enable the virtual server)
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5. Onthe Denver switch, definethe type of L4 traffic processing each port must support.

In this example, the following ports are being used on the ACEswitch 180:

Table 5-4 Web Host Example: ACEswitch 180 Port Usage

Port Host Layer 4 Processing
3 Server C Server
4 Server D Server
5 Default Gateway Router. This connects the switch to the Internet Client

where all client requests originate.

The ports are configured as follows:

>> Virtual server 1# /cfg/slb/port 3 (Select physical switch port 3)
>> SLB port 3# server ena (Enable server processing on port 3)
>> SLB port 3# ../port 4 (Select physical switch port 4)
>> SLB port 4# server ena (Enable server processing on port 4)
>> SLB port 4# ../port 5 (Select physical switch port 5)
>> SLB port 5# client ena (Enable client processing on port 5)

6. Onthe Denver switch, enable Server Load Balancing.

>> SLB port 5# .. (Select the SLB Menu)
>> Server Load Bal anci ng# on (Turn Server Load Balancing on)
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Part Six: Configure the Denver Site for GSLB

Following the same procedures as above, here is a summary of the configuration steps for the
Denver site.

1. OntheDenver switch, define each remote site.

Since we are now configuring the Denver site, Denver islocal and Californiais remote. Add
and enable the IP address for the IP interface of up to eight remote sites. In this example, there
isonly one remote site: California, with an IP interface address of 200.200.200.100. The fol-
lowing commands are used:

>> Server Load Bal ancing# gslb/site 1 (Select Remote Ste #1)
>> Renpte site 1# prinma 200.200. 200. 100 (Define remote | P interface address)
>> Renpte site 1# ena (Enable remote site #1)

2. Onthe Denver switch, assign each remote distributed serviceto alocal virtual server.

NOTE — This step can result in improper configuration if not clearly understood. Please take
care to note where each configured value originates.

In this step, we are configuring the local Denver site to recognize the services offered at the

remote Californiasite. As before, configure onereal server entry on the Denver switch for each

virtual server located at each remote site. Since there’s only one remote site (California) with
only one virtual server, only one more local real server entry is needed at the Denver site.

The new real server entry will be configured with the | P address of the remote virtual server,
rather than the usual 1P address of alocal physical server.

Also, the “remote” property will be enabled, and the real server entry will be added the real
server group under the local virtual server for the intended service. Finally, since the real server
health checks will be headed across the Internet, the health checking interval should be
increased to 30 or 60 seconds to avoid generating excess traffic. For example:

>> Renote site 1# /cfg/slb/real 3 (Create an entry for real server #3)
>> Real server 3# rip 200.200.200.1 (Set remote virtual server |P address)
>> Real server 3# renote enable (Define the real server as remote)
>> Real server 3# inter 60 (Set a high health check interval)
>> Real server 3# ena (Enable the real server entry)

>> Real server 3# ../group 1 (Select the approp. real server group)
>> Real server group 1# add 3 (Add real server 3tothegroup 1)

NOTE — The IP address of the real server being added is taken from the virtual server IP
address on the remote switch. Do not confuse this value with the | P interface address on the
remote switch.
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3. OntheDenver switch, define the domain name and hostname for each service hosted on
each virtual server.

These will be the same as for the California switch: the domain name is “foocorp.com,” and
the hostname for the HTTP service is “www.” These values are configured as follows:

>> Real server group 1# ../virt 1 (Select virtual server #1)
>> Virtual server 1# dnane foocorp.com (Define domain name)
>> Virtual server 1# service 80 hnane http wwwDefine HTTP hostname)

4. On the Denver switch, turn on Global Server L oad Balancing.

>> Virtual server 1# ../gslb/on (Activate GSLB for the switch)

5. Apply and verify the configuration.

>> d obal SLB# apply (Make your changes active)
>> d obal SLB# cur (View current GSLB settings)
>> d obal SLB# ../cur (View current SLB settings)

Examine the resulting information. If any settings are incorrect, make and apply any appropri-
ate changes, and then check again.

6. Saveyour new configuration changes.

>> Layer 4# save (Save for restore after reboot)

Alteon Systems
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IP Proxy Addresses for Non-HTTP
Application Redirects

Alteon WebSystems switches with WebOS software installed can configure GSLB remote serv-
ersto have any user request sent to them using aload balancing mechanism called 1P Proxy.

NOTE — Thisfeature should be used as a method of last resort for GSLB implementations, in
topol ogies where the remote servers are usually virtual 1P addresses in other Alteon Web-
Systems switches.

How IP Proxy Works

Example: The figure below shows two GSLB sites, each with one local virtual server (VIP 1)

serviced by two real serversin Real Server Group 1. The applications being |oad balanced are

HTTP and POP3. The network administrator wants to have any request that cannot be serviced

locally to be sent to the peer site. HTTP requests will be sent to the peer siteusing HTTP Redi-
rect. Any other application request will be sent to the peer site using the |P Proxy feature.

California Site #1 Denver: Site #2
200.200.200.X Network 174.14.70.X Network

Proxy Disabled For Service requests are always served by Proxy Disabled For
!/ socallRealSevers local real servers if available. Local Real Servers
=
X Proxy IP Address:
174X¥4 70.4 ACEswitch

Proxy IP Address:
o - ACEswitch /i) 500 200.4
T e et sy

HTTRP/POP3 Virtual Server: Default Gateway Default Gateway  Virtual Server: HTTP/POP3
Local Servers: 200.200.200.1 174.14.70.1 Local Servers:
200.200.200.2 174.14.70.2
200.200.200.3 174.14.70.3

If local real servers cannot service the request,
Remote Server: Remote Server the remote server is used via proxy. Remote Server Remote Server:
174.14.70.1 200.200.200.1

Figure 5-3 POP3 Request fulfilled via IP Proxy

When the POP3 processes at Site#1 terminate due to operator error, the following events occur
to allow users’ POP3 requests to be fulfilled:

1. Auser POP3TCP SYN request isreceived by thevirtual server at Site #1. The switch at
that site determinesthat there are nolocal resourcesto handlethe request.

2. Theswitch rewritestherequest, such that it now containsa proxy | P address asthe | P
source address (IPSA), and thevirtual server |P address at Site #2 asthe | P destination
address (IPDA).
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3. Theswitch at Site#2 receivesthe TCP SYN (POP3) request toitsvirtual server that looks
likeanormal SYN frame, and thus, performs normal local load balancing mechanisms.

4. The TCP SYN ACK coming from Site #2's local real server IP address is sent back
toward the IP address specified by the proxy IP address.

5. The switch at Site #2 sends the TCP SYN ACK frame towards Site #1, with Site #2's vir-
tual server IP address as the IP source address and site #1's proxy IP address as the IP
destination address.

6. The switch at Site #1 receives the frame and translates it, using Site #1's virtual server IP
address as the IP source address and the client’s IP address as the IP destination address.

This cycle continues for the remaining frames that are necessary to transmit the client's mail,
until a FIN frame is received.

Configuring IP Proxy

In keeping with the previous example, startingpage 94the switch at Site #1 in California is
configured with switch port 6 connecting to the default gateway, and real server 3 representing
the remote server in Denver. The following commands are used to configure the IP Proxy on
Site #1 in California:

>> # [cfg/slb/port 6 (Select port to default gateway)
>> SLB port 6# pip 200.200.200.4 (Set unique proxy IP address)
>> SLB port 6# proxy enable (Enable proxy for switch port 6)

>> SLB port 6# ../real 1/proxy disable (Disable proxy for local real server)

>> Real server 1 # ../real 2/proxy disabl e (Disableproxy for local real server)
>> Real server 2 # ../real 3/proxy enabl e (Enableproxyfor remote server)
>> Real server 3 # apply (Apply configuration changes)

>> Real server 3 # save (Save configuration changes)

If you want to configure IP Proxy on Site #2, the following commands are issued on the Den-

ver switch:
>> # [cfg/slb/port 5 (Select port to default gateway)
>> SLB port 5# pip 174.14.17.4 (Set unique proxy IP address)
>> SLB port 5# proxy enable (Enable proxy for switch port 5)

>> SLB port 5# ../real 1/proxy disable (Disable proxy for local real server)

>> Real server 1 # ../real 2/proxy disabl e (Disableproxy for local real server)
>> Real server 2 # ../real 3/proxy enabl e (Enableproxyfor remote server)
>> Real server 3 # apply (Apply configuration changes)
>> Real server 3 # save (Save configuration changes)
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Basic Tests for GSLB Operation

B Execute browser request to the configured service (Www.foocorp.com in the example above).
B Oneach switch, examinethe/ i nf o/ sl b information.

B Check that all SLB parameters are working according to expectation. If necessary, make
any appropriate configuration changes and then check the information again.

B On each switch, examine the following statistics:
O /stats/slb/gslb/virt <virtual server number>
O /stats/slb/gslb/group <real server group number>
O /stats/slb/maint

GSLB Client Proximity Tables

In certain customer configurations, IANA data does not provide sufficient geographic separation

of proximity information. Asaresult, large | SP partners cannot use their own geographic datato
determine GSL B site selection based on client location. WebOS software supports client proxim-

ity tables using static “client to site” mapping. Switch managers can configure private client
proximity information. The limit on the number of entries in the proximity database is 128.

The use of a static client/site database allows customizing for the user environment.

Configurable Source Network <--> Site Preference Tables,

4.CLIENT REQUEST FORWARDED
TO NEAREST LOCATION

DATABASE FIELDS
<IP ADDRESS> <NETMASK> <VIP>

3.MASTER
SWIT CH LOOKSAT
DATABASE AND RESPONDS

1. CLIENT SENDSREQUEST
TOLOCAL DNSSERVER

2. DNSREQUEST
SENT TO MASTER
SWIT CH

Figure 5-4 GSLB Proximity Tables: How It Works
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GSLB Proximity Configuration Example
205.178.13.* prefers Site 3, Site 1
204.165.* * prefers Site 4, Site 2

Here are the commands to configure this scenario:

>> #/ cfgl/ sl b/ gslb/lookup/l ookups ena
>> #/ cf g/ sl b/gsl b/l ookup/dnane alteon com
>> #/ cfgl/slb/gslbl/lookup/ network 1
sip 205.178.13.0
mask 255. 255. 255.0
vipl IP addr of Site 3
vip2 I P addr of Site 1
>> #/ cfgl/slb/gslbl/lookup/ network 2
sip 204.165.0.0
mask 255. 255.255.0
vipl IP addr of Site 4
vip2 IP addr of Site 2

Using this configuration, the DNS request “alteon.com” from 205.178.13.* will get a DNS
response with only one virtual IP address, for example, Site 1, if Site 1 has less load than Site :
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CHAPTER 6

Content Intelligent Switching

The following table lists the primary topics described in this chapter and the page number
where you'll find information about each feature.

Functionality Features/Description See
Content-Intelligent URL Parsing/URL-Based WCR page 112
Server Load Balancing
URL-Based Server Load Balancing page 119
Virtual Hosting page 130
Parsing based on browser type page 133
URL Hashing page 137
Preferential Treatment, based on Cookies page 134
Content-Intelligent Cachability based on domain name page 126

Web Cache Redirection

Redirection based on domain name

Alteon Systems
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Content Switching Overview

Working with session content is much more demanding than examining TCP/IP protocol head-
ers, for the following reasons:

B Content is non-deterministic. Content identifiers such as URLs and cookies can be of
varying lengths and can appear at unpredictable locations within a request. Scanning ses-
sion traffic for a specific string is far more processor-intensive than looking at a known
location in asession for a specific number of bytes.

B Parsing content requests means temporarily terminating the TCP connection from aclient. In other
words, the Web switch must first pretend that it is the server, ask the client what it wants,
examine the request, and then open a connection to an appropriate server. While thisis
happening, the Web switch must temporarily buffer the request, which consumes system
memory. This temporary termination is called a delayed binding.

B With delayed binding, two independent TCP connections span a Web session: one from
the client to the Web switch and the second from the Web switch to the selected server.
The Web switch must modify the TCP header, including performing TCP sequence num-
ber tranglation and recal cul ating checksums on every packet that travel s between the client
and the server, for the duration of the session. This function, known as “TCP connection
splicing,” heavily tasks a Web switch, particularly when the switch must process thou-
sands of these sessions simultaneously.

In addition to real-time traffic and connection processing, a content switch needs to monitor the serversto

ensure that requests are forwarded to the best performing and healthy servers. This monitoring
involves more than simple ICMP or TCP connection tests as servers continue to process net-
work protocols while failing to retrieve any content. Furthermore, if content is segregated in
different servers or server farms, the Web switch must provide a flexible, user-customizable
mechanism allowing a relevant set of application and content tests to be applied to each serve
or server farm.
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5 WEB SERVER RECIVES THE HTTP
REQUEST AND RESPONDS

WEB PAGE

4 SWITCH PARSES THE HTTP REQUEST AND FILE TYPES
FORWARDS BASED ON * “images”
HEADER AND URL INFORMATION o “.gif”

- “Jpg”

3 CLIENT SENDSA HTTP o “html!”

REQUEST

FILE TYPES

e “.cgi”

SIOTS * “bin”

/ T

6  SWITCH RECEIVES THE RESPONSE,
ADJUSTS SEQUENCE NUMBERS AND
2 SWITCH COMPLETES THREE - FORWARDS THE PACKET
WAY HANDSHAKE WITH
CLIENT

Figure 6-1 Content-Aware Load Balancing Example

To fulfill the requirements described above, a Web switch needs to perform numerous process-
ing tasks for each incoming session, including connection setup, traffic parsing, applying
server selection algorithms, splicing connections and translating session addresses, metering
and controlling server bandwidth usage, processing traffic filters, collecting statistics, and so
on. Not only are these functions CPU-intensive, they are executed whenever a new request
arrives. In addition, the switch must also perform background functions, such as updating net-
work topology, health-checking servers, applications and server sites, measuring server perfor-
mance, and so on, on a periodic basis.
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URL-Based Web Cache Redirection

By separating static and dynamic content requests via URL parsing, WebOS 8.0 enables you to
send requests with specific URLs or URL sub-strings to designated cache servers. The URL-
based redirection option allows you to perform cache server farm tuning and offload overhead
processing from the cache servers by only sending appropriate requests to the cache server farm.

NOTE — Both HTTP 1.0 and HTTP 1.1 requests are supported.

Each request is examined and handled as described below:

B If therequest isanon-GET request like HEAD, POST, PUT, or HTTP with cookies, it
doesn'’t get sent to the cache.

B If the request is an ASP or CGI request, or a dynamically generated page, it doesn’t get
sent to the cache.

B If the request is a cookie, it can optionally bypass the cache.

Network administrators can configure up to 32 URL expressions, each 8 bytes long, for non-
cacheable content types. Up to 128 strings (on the A180e Web switch), comprising 40 bytes
each, can be used for URL sub-string matching. As each URL web request is examined, non-
cacheable items are forwarded to the origin server and requests with sub-string matches are
redirected to the appropriate cache server.

NoTE — The term “origin server” refers to the server originally specified in the request.

Examples of sub-strings are

B “/product” - matches URL that starts with “/product,” including any information in the
“/product” directory

B “product” - matches URL that has the string “product” anywhere in the entire URL

The switch is pre-configured with a list of thirteen non-cacheable items that the network
administrator can add, delete, or modify via the user interface. These items are either known
dynamic content file extensions or dynamic URL parameters, as described below:

B dynamic content file extensions: cgi (cgi files)

B cfm (cold fusion files), .asp (ASP files), bin (bin directory), cgi-bin (cgi-bin directory),
shtml (scripted html), .htx (Microsoft HTML extension file), .exe (executable)

B dynamic URL parameters: +, !, %, =, &
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Hast A Host B

GET /product/ACEswirch180.htm|

A SET fcom " " “Iproduct”
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: Wi -~
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Figure 6-2 URL-Based Web Cache Redirection

Requests will be load balanced among the multiple servers matching the URL according to the
metric specified for the server group (I east Conns isthe default).
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Configuring URL-Based Web Cache Redirection
To configure URL-based web cache redirection, perform the following steps:

1. Beforeyou can configure URL-based web cache redirection, configurethe switch for
basic server load balancing. Thisincludesthe following tasks:

B Assignan IP address to each of the real serversin the server pool.
B Define an IP interface on the switch.
B Define each rea server.

For information on how to configure your network for server load balancing, see Chapter 2.

2. Configurethe switch to support basic web cacheredirection.

For information on web cache redirection, refer to Chapter 4 of the WebOS Application Guide.

3. Configurethe parameters and file extensions that will bypass web cache redirection.

The switch is pre-configured with alist of thirteen non-cacheable items. These items are either
known dynamic content file extensions or dynamic URL parameters:

B dynamic content file extensions: cgi (cgi files), .cfm (cold fusion files), .asp (ASP files),
bin (bin directory), cgi-bin (cgi-bin directory), .shtml (scripted html), .htx (Microsoft
HTML extension file), .exe (executable)

B dynamic URL parameters. +, !, %, =, &

a) Add or remove expressionsthat should not be cacheable.

>> cfg/slb/url# redir/add| renove <expression>

b) Enable/disable ALLOW for none GETS (e.g.,, HEAD, POST, PUT) to origin server, as
described below.

>> cfg/slb/url# redir/urlal enaldis

O Enabl e: Switch will redirect all non-GET requests to the origin server.

O Di sabl e: Switch will compare al requests against the expression table to determine
whether the request should be redirected to a cache server or the origin server.
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¢) Enable/disable cache redirection of requests that contaircboki e: ” in the HTTP
header

>> cfg/slb/url# redir/cooki ena|dis

O Enabl e: Switch will redirect all requests that contaoooki e: " in the HTTP
header to the origin server.

O Di sabl e: Switch will compare the URL against the expression table to determine
whether the request should be redirected to a cache server or the origin server.

d) Enable/disable cache redirection of requests that containCache- contr ol : no
cache” inthe HTTP 1.1 header or “Pragma: no cache” in the HTTP 1.0 header to

the origin server.

>> cfg/slb/url# redir/nocache enaldis

O Enabl e: Switch will redirect all requests that contain “Cache-control: no cache” in
the HTTP 1.1 header or “Pragma:no cache” in the HTTP 1.0 header to the origin

server.
O Di sabl e: Switch will compare the URL against the expression table to determine
whether the request should be redirected to a cache server or the origin server.

4. Definethestring(s) to be used for web cache server load balancing.
Refer to the parameterslisted below:

>> cfg/slb/url# | b/add| rem <sring>

B add: Add string or a path.
B rem Remove string or a path.

A default string ‘any” indicates that the particular server can handle all URL or web cache
requests. A string that starts out with a backslashguch as/i nages” indicates that, if
this string is applied to a particular server, that server can only handle requests that start out

with the */ i mages” string.
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Example: With the '/ i nages” string, the server will handle these requests:

/i mages/ product/b. gi f
/i mages/ conmpany/ a. gi f
/i mages/testing/c.jpg

This server will nohandle these requests:

/ conpany/ i mages/ b. gi f
/ product /i mages/c. gif
/testing/imges/a.qif

A string that doesn't start out with a backslash (/) indicates that, if this string is applied to a
particular server, that server can handle any requests that contain the defined string.

Example: With the i mages” string, the server will handle these requests:

/i mages/ product/b. gif
/i mages/ conpany/ a. gi f
/i mages/testing/c.jpg
/ conpany/ i mages/ b. gi f
/ product /i mages/c. gif
/testing/images/a.qif

If a server is configured only with the load balance string (/), it will only handle requests to
the ROQT directory.

Example: With the “(/)” string, the server will handle these requests:

/

/i ndex. htm

/defaul t.asp

/i ndex.shtm

Any files in the ROOT directory

For easy configuration and identification, each defined string has an ID attached, as shown in
the following example:

Example: Number of entries: 6

ID SLB String
any

oif

/sales
[xitami

/manual
Jpg

o O WN P
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5. Configurethereal server(s) to handleweb cacheredirection.

NoOTE — If you don't add a defined sub-string (or add the defined sub-staimg’), the server
will handle any request.

a) To add a defined sub-string:

‘ >> /cfg/slb/real 2/addlb <ID>

WherelD is the identification number of the defined string.

b) To remove a defined sub-string:

‘ >> /cfg/slb/real 2/renib <ID>

The server can have multiple defined sub-strings:

m “/images”
B “/sales”
. “.gif”

With these defined strings, this particular server can handle requests that start out with
“limages” or “/sales” and any requests that contaigi “f ”

6. Ontheswitch, defineareal server group and add real serverstothereal server group.

This combines the three real servers into one server group:

>> Mai n# /cfg/slb/group 1 (Select real server group 1)

>> Real server group 1# add 1 (Add real server 1togroup 1)
>> Real server group 1# add 2 (Add real server 2to group 1)
>> Real server group 1# add 3 (Add real server 3togroup 1)

7. Configureafilter to support basic web cache redirection.

For instructions on how to configure filters for web-cache redirection, see “Example Configu-
ration for the Web-Cache Solution” in Chapter 16, “Filtering,” ofWebOS 5.2 User’s Guide

8. Enable URL-based web cache redirection on the samefilter.

‘ >> [cfg/slb/filt <filter-number>/ adv/url p ena
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9. Ontheswitch, create a default filter for non-cached traffic on the client port.

‘ >> [cfg/slb/filt <filter-number> ena ‘

10. Turn on thefilter tothe port and add filtersto the port.

‘ >> [ cfgl/slb/port <port-number>/filt ena ‘

11. Enable Direct Access Mode on the switch OR disable DAM and configure a proxy IP
address (PIP) on the port.

B To turn on Direct Access Mode:

‘ >> [cfgl/slb/adv/direct ena

B Toturnoff Direct Access Mode and configure aproxy |P (PIP) for the port:

>> [ cfg/slb/adv/direct dis
>> [cfg/slb/port 2/pip 12.12.12.12
>> [ cfgl/slbl/port 2/proxy ena

12. On the switch, enable, apply, and verify the configuration.

>> SLB port 6# .. (Select the SLB Menu)

>> Server Load Bal anci ng# on (Turn Server Load Balancing on)
>> Server Load Bal anci ng# apply (Make your changes active)

>> Server Load Bal anci ng# cur (View current settings)

Statistics for URL-Based WCR

To show the number of hitsto the cache server or origin server, use this command:

‘ >> Mai n#>> /stats/slb/url/redir

Sample Statistics:

Total URL based web cache redirection stats:
Total cache server hits: 73942
Total origin server hits: 2244
Total none-GETs hits: 53467
Total 'Cookie: ' hits: 729
Total no-cache hits: 43
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URL-Based Server Load Balancing

URL -based server load balancing allows the network administrator to optimize resource access
and server tuning. Content dispersion can be optimized by basing |oad balancing decisions on
the entire path/filename of each URL.

URL -based load balancing operatesin a manner similar to URL parsing for web cache redirec-
tion, except that the switch virtual 1P address (VIP) isthetarget of all IPPHTTP requests.

NOTE — Both HTTP 1.0 and HTTP 1.1 requests are supported.

Network administrators can configure up to 128 strings, comprising 40 bytes each, for URL

matching. Each URL web request is then examined against the URL strings defined for each

real server, as described under “URL-Based Web Cache Redirection” on page 6-11RL

requests will be load balanced among the multiple servers matching the URL, according to the
metric specified in the server grodpeast Conns is the default).

Sub-string matching for:

g * “images”
" 1 © glf o o
\3009\, 7 = g Load distributed within
\.\mwei - —_____groupviaany.
o™ _ -~ standard metric or
e ."20,' -7 / URL hashing
CANPae El=
| Sub-string matching for:
. “.cgi”
* “.bin”
* “.exe”
.......... Prog
------- f{ﬁt_/_‘?bc-htm, B Sub-string
......... - B matching for:
o “.html”

Figure 6-3 URL-Based Server Load Balancing

Example: The network administrator specifies the following criteria for load balancing:

B Requests with “.cgi” in the URL: forwarded to servers RIP1, RIP2, RIP5.
B Requests with the sub-string “images” in the URL: sent to servers RIP3, RIP4 and RIP6.

B Requests with URLSs starting with the sub-string “/product:” sent to servers RIP2, RIP3
and RIP5.

B Requests containing URLs with anything else: sent to servers RIP1, RIP2, RIP3. These
servers have been defined with the “any” string.
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Configuring URL-Based Server Load Balancing

NoTE — When URL based SLB is used in an active/active redundant setup, use a proxy |P
address (PIP) instead of Direct Access Mode (DAM) to enable the URL parsing feature.

To configure URL -based server load balancing, perform the following steps:
1. Beforeyou can configure URL -based load balancing, ensurethat the switch has already
been configured for basic server load balancing. Thisincludes the following tasks:

B Assignan IP address to each of the real serversin the server pool.
Define an IP interface on the switch.
Define each real server.

Define areal server group and set up health checks for the group.

Define avirtual server on virtual port 80 (HTTP) and assign areal server group to service
it.

B Enable server load balancing on the switch.

B Enable client processing on the port connected to the client.

For information on how to configure your network for server load balancing, see Chapter 2.

2. Definethe string(s) to be used for URL load balancing. Refer to the information and
examples given below:

>> cfg/slb/url# | b/add| rem <string>

B add: Add string or a path.
B rem Removestring or a path.

A default string ‘any” indicates that the particular server can handle all URL or web cache
requests. A string that starts out with a backsldshguch as/'i mages” indicates that, if

this string is applied to a particular server, that server can only handle requests that start out
with the 7 i mages” string.
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Example: With the */ i nages” string, the server will handle these requests:

/i mages/ product/b. gi f
/i mages/ conmpany/ a. gi f
/i mages/testing/c.jpg

This server will nohandle these requests:

/ conpany/ i mages/ b. gi f
/ product /i mages/c. gif
/testing/imges/a.qif

A string that doesn't start out with a backslash (/) indicates that, if this string is applied to a
particular server, that server can handle any requests that contain the defined string.

Example: With the i mages” string, the server will handle these requests:

/i mages/ product/b. gif
/i mages/ conpany/ a. gi f
/i mages/testing/c.jpg
/ conpany/ i mages/ b. gi f
/ product /i mages/c. gif
/testing/images/a.qif

If a server is configured only with the load balance string (/), it will only handle requests to
the ROQT directory.

Example: With the “(/)” string, the server will handle these requests:

/

/i ndex. htm

/defaul t.asp

/i ndex.shtm

Any files in the ROOT directory

For easy configuration and identification, each defined string has an ID attached, as shown in
the following example:

Example: Number of entries: 6

ID SLB String
any

oif

/sales
[xitami

/manual
Jpg

o O WN P
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3. Configureoneor morereal serversto handle URL-based load balancing.

a) To add a defined sub-string, use this command:

‘ >> /cfg/slbireal 2/addlb ID ‘

Where ID is the identification number of the defined string.

NoOTE — If you don't add a defined sub-string (or add the defined sub-staimg’), the server
will handle any request.

b) To remove a defined sub-string, use this command:

‘ >> /cfg/slb/real 2/renb ID

The server can have multiple defined sub-strings:

B “/images”
B “/sales”
. “. g if!!

With these defined strings, this particular server can handle requests that start out with
“limages” or “/sales” and any requests that contaigi ‘f "

4. On the switch, enable server load balancing.

>> [ cfglslb# on (Turn Server Load Balancing on)

5. Either enable Direct Access Mode on the switch or configure a proxy | P address (PIP) on
the client port.

To use cookie-based preferential load balancing without DAM, you need to configure a proxy
IP address on the client port.

NoTE — If Virtual Matrix Architecture (VMA) is enabled, you need to configure a proxy |IP
address on ports 1-8.

On the port that you want to use for cookie-based preferential load balancing, you will enable
proxy load balancing. If VMA is enabled on the switch, you can choose to configure the
remaining ports with proxy |IP disabled.
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B Toturnon Direct Access Mode:

>> [ cfg/slb/adv/direct ena

B Toturn off Direct Access Mode and configure a proxy | P address (PIP) on the client port:

>> [/ cfg/slb/direct dis
>> [ cfgl/slb# port 2/pip 12.12.12.12
>> [ cfglslb# port 2/proxy ena

NOTE — By enabling Direct Access Mode on the switch or, aternatively, disabling DAM and
configuring a proxy | P address on the client port, port mapping for URL load balancing can be
performed.

6. Enable URL-based SLB on thevirtual server(s).

‘ >> [cfg/slb/virt <virtual-server-number>/ servi ce 80/ httpslb ena/urlslb

Statistics for URL-Based SLB

To show the number of hitsto the SLB or cache server, use this command:

‘ >> Main# stats/slb/url/lb

Sample Statistics:

ID SLB String  Hits ID SLB String  Hits
1 any 73881 4 Ixitami 162102
2 oif 0 5 /manual 0
3 /sdles 0 6 Jpg 0
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HTTP Header Inspection

HTTP headers are used to include additional information to requests and responses. TheHTTP
1.1 specification defines atotal of 46 headers. HTTP headers can be general headers, request
headers, response headers, and entity headers. General headers may exist in both requests and
responses. Requests and response headers are specific to only requests and responses, respec-
tively. Entity headers describe the content of the request body or the content of the response
body.

Each HTTP header field consists of a name, followed immediately by a colon (“:"), a single
space character, and the field value. Field names are case-insensitive. Header fields can be
extended over multiple lines by preceding each extra line with at least one space.

NOTE — One HTTP header is supported globally for the entire switch.

Customer applications of header inspection are listed below:

B Redirection based on domain name
B Cachability based on domain name
B Virtua hosting

B Redirection based on browser type

B Cookie-based preferential redirection

Multiple Frames Processing for Delayed Binding

In addition to the URI path, which generally isless than 300 bytes, the HTTP GET requests
also include general headers and request headers. HTTP cookie request headers can be 4500
bytesin length. A single GET request can include multiple cookies.

To handle the overall length of HTTP headers, including request headers containing multiple
cookies, and the Maximum Segment Size (M SS) of dial-up connections, WebOS software pro-
vides the following support:

B Parsing of HTTP GET requests for URI path matching and HT TP headers matching
beyond the first frame while performing delayed binding.

B Buffering of amaximum of 4,500 bytesin total for asingle GET request across multiple
frames.

B Processing multiple framesfrom asingle HTTP GET request, using a TCP stack on the
Switch Processor.
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HTTP Header-Based SLB

By configuring HT TP header server load balancing, you can load balance HTTP requests
based on different HTTP header information, such as 'Cookie:” header for persistent load bal-
ancing, 'Host:' header for virtual hosting, and “User-Agent' for browser-smart load balancing.

NoOTE — Cookie-based persistent load balancing is described in Chapter 7, “Persistence
Virtual hosting and browser-smart load balancing is discussed in this chapter.
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No Cache/Cache Control for WCR

Offload cache servers from processing non-cacheable content by sending only appropriate
reguests to the cache server farm. When a Cache-Control header ispresentinaHTTP 1.1
request, it indicates a client’s special request with respect to caching, such as to guarantee up-
to-date data from the origin server. By enabling this feature, HTTP 1.1 GET requests with the
Cache-Control: no cache directive in the requests are forwarded directly to the origin servers.

NoOTE — For WCR, one HTTP header is supported globally for the entire switch.

InHTTP 1.0, the equivalent of the HTTP 1.1 Cache-Control: Header is the Pragma:no-cache
headers. By enabling this feature, requests with the Pragma: no-cache headers are forwarded
totheorigin server. Thisallowsaclient to insist upon receiving an authoritative response to its
requests.

Configuring HTTP Header-Based Web Cache Redirection

By configuring HTTP header WCR, we can redirect web cache requests based on different
HTTP header information, such as ‘Host:" header or ‘User-Agent’ for browser-smart load bal-
ancing.

To configure the switch to do web-cache redirection based on the ‘Host:’ header, perform the
following procedure:

1. Configurebasic SLB.

Before you can configure header-based cache redirection, ensure that the switch has already
been configured for basic server load balancing. SLB configuration includes the following
tasks:

B Assign an IP address to each of the real servers in the server pool
Define an IP interface on the switch

Define each real server

Assign servers to real server groups

Define virtual servers and services

For information on how to configure your network for server load balancing, see Chapter 2.

2. Turnon URL parsing for thefilter.

>> # [cfg/slb/filt 1/adv/urlp ena
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3. Enable header load balancing for ‘Host:’ header.

>> # [cfg/slb/url/redir/header ena host

4. Define the host names.

>> # [cfg/slb/url/lb/add ". conf
>> Server Loadbal ance Resource# add ".org"
>> Server Loadbal ance Resource# add ".net"

5. Configure the real server(s) to handle the appropriate load balance string(s).

To add a defined sub-string:

>> #/cfgl/slb/real 2/addl b ID

Where ID is the identification number of the defined string.

NoOTE — If you don't add a defined sub-string (or add the defined sub-staimg’), the server
will handle any request.

6. If Host: header filteringisconfigured, you can configurethe switch tousethehost header
field to determine whether requests are cacheable (or non-cacheable).

Example:
If you want all domain names that end withet or. uk NOT to go to a cache.

a) Configure the Host header filter.

‘ >> # [cfg/slb/filt 1/adv/urlp ena ‘

b) Add in expression entries:

‘ >> # /cfg/slblurl/redir/add .net .uk ‘

Alteon Systems Chapter 6: Content Intelligent Switching m 127
050087A, May 2000



WebOS 8.0 Application Guide

7. You can direct the same cacheable URL request to the same cache server by configuring
nm nm sses or hash asthemetric. The switch will then usethe host field in the HTTP
header and the number of bytesinto the URI to calculate the hash key.

If the host field doesn't exist and no length was specified, the switch will use the source IP
address as the hash key. If host field doesn't exist, but length was specified, the switch will use
all or part of the URI to calculate the hash key.

>> # [cfg/slb/url/redir/hash enabl e| di sabl e

B Enable: Enable hashing based on the URI and set the length of URI that will be used to
hash into the cache server.

B Disable: By disabling hashing based on the URI, the switch will only use the host header
field to calculate the hash key.

Example 1.Using the source | P address as the hash key:

clientl requests http://www.yahoo.com --> cachel
client2 requests http://www.yahoo.com --> cache?
client3 requests http://www.yahoo.com --> cache3

Example 2. Using the host field and/or part or al of the URI, the same URL request will goto
the same cache:

client1 requests http://www.yahoo.com --> cachel
client2 requests http://www.yahoo.com --> cachel
client3 requests http://www.yahoo.com --> cachel

Example 3. If the Host field doesn’t exist, but length was specified:

clientl requests http://www.yahoo.com/sal es/index.htm --> cachel
client2 requests http://www.yahoo.com/sal es/index.htm --> cachel
client3 requests http://www.yahoo.com/sales/index.htm --> cachel

128 m Chapter 6: Content Intelligent Switching Alteon 05008§Ay§/|tegoloso
» May



WebOS 8.0 Application Guide

Configuring Browser-Based WCR

To configure User-Agent: header-based web-cache redirection, perform the following proce-
dure.

1. Beforeyou can configure header-based cacheredirection, ensurethat the switch has
already been configured for basic server load balancing. SL B configuration includesthe
following tasks:

B Assign an IP address to each of the real serversin the server pool.

B Define an IP interface on the switch.
B Define each real server.

B Assign serversto real server groups.
B Definevirtual serversand services

2. Turnon URL parsing for thefilter.

>> cfg/slb/filt 1/adv/urlp enable

3. Enable header load balancing for “User-Agent:” header.

>> # [cfg/slb/url/redir/header ena useragent

4. Define the host names.

>> # /[cfg/slb/url/Ib/add “Mozilla”
>> Server Loadbal ance Resource# add “Internet Explorer”
>> Server Loadbal ance Resource# add “Netscape”

5. Configure the real server(s) to handle the appropriate load balance string(s).

NoOTE — If you don't add a defined sub-string (or add the defined sub-staimg’), the server
will handle any request.

To add a defined sub-string:

>> /cfg/sIb/real 2/addlb ID

WherelD is the identification number of the defined string.
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Virtual Hosting

Increasingly, individuals and companies are interested in having a presence on the Internet in
theform of adedicated website address. They want, for example, to have a www.site-a.com
and www.site-b.com instead of www.hostsite.com/site-a and www.hostsite.convsite-b.

Service providers, on the other hand, don’t want to deplete the pool of unique IP addresses by
dedicating an individual |P address for each home page they host. By supporting an extension
in HTTP 1.0 to include the host header, WebOS 8.0 enables service providersto create asingle
VIP to host multiple websites per customer, each with their own hostname.

NOTE — For server load balancing, one HTTP header is supported per VIP.

The following bullets provide more detail, followed by configuration details.

B Currently, an HTTP 1.0 request sent to an origin server (NOT a proxy server) is a partial
URL instead of afull URL.

An example of the request that the origin server would seeiis:

GET /product/ACE180/ HTTP/1.0

User-agent: Mozilla/3.0

Accept: text/html, image/gif, image/jpeg

The GET request does not include the hostname. From the TCP/IP headers, the origin
server knows its hostname, port number, and the protocol that it speaks.

B With the extension to HTTP/1.1 to include the HTTP HOST: header, the above request to
retrieve the URL “/www.alteon.com/ product/ACE180” would look like the following:

GET /product/ACE180/ HTTP/1.1

Host: www.alteon.com

User-agent: Mozilla/3.0

Accept: text/html, image/qif, image/jpeg

The Host: header carries the hostname used to yield the IP address of the site.

B Based on the Host: header, the switch will forward the request to servers representing dif-
ferent customers’ websites.

B Network administrator needs to define a domain name as part of the 128 supported URL
sub-strings.

B The switch will perform sub-string matching. That is, the sub-string “alteon.com” or
“www.alteon.com” will match www.alteon.com.
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Virtual Hosting Configuration Overview

The following is the sequence of events for configuring virtual hosting, based on HTTP Host:
headers:

1. Network administrator definesa domain name as part of the 128 supported URL sub-
strings.

Both domain names “www.company-a.com” and “www.company-b.com” get resolved to the
same IP address. In this example, the IP address is a virtual IP address (VIP) on the switch.

2. “www.company-a.com” and “www.company-b.com” are defined as URL sub-strings.

3. Server Group 1 is configured with Servers #1 through #8.

Servers #1 through #4 belong to “www.company-a.com” and Servers #5 through 8 belong to
“www.company-b.com.”

4. Network administrator assigns sub-string “www.company-a.com” to Servers #1 through
#4 and sub-string “www.company-b.com” to Servers #5 through #8.

5. Switch inspects the HTTP host header in requests received from the client.

B If the host header is “www.company-a.com,” the switch directs requests to one of the

Servers #1 through #4.
B If the host header is “www.company-b.com,” the switch directs requests to one of the
Servers #5 through #8.
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Configuring the “Host:.” Header for Virtual Hosting

To configure 'Host:’ header 10ad balancing to support virtual hosting, perform the following
procedure:

1. Beforeyou can configureheader-based load balancing, ensurethat the switch hasalready
been configured for basic server load balancing. SL B configuration includes the follow-
ing tasks:

B Assign an IP address to each of the real serversin the server pool.

Define an IP interface on the switch.

Define each real server.

Assign serversto real server groups.

Define virtual servers and services

For information on how to configure your network for server load balancing, see Chapter 2.

2. Turnon URL parsingtothevirtual server for virtual hosting.

>> #/cfgl/slb/virt 1/service 80/ httpslb ena host

3. Definethe host names.

>> # /cfg/slb/url/lb/add “www.customerl.com”
>> Server Loadbal ance Resource# add “www.customer2.com”
>> Server Loadbal ance Resource# add “www.customer3.com”

4. Configurethereal server(s) to handlethe appropriate load balance string(s).
To add a defined sub-string:

>> #/cfg/slb/real 2/addib ID ‘

Where ID is the identification number of the defined string.

NoTE — If you don't add a defined sub-string (or add the defined sub-saimg'y, the server
will handle any request.
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Browser-Smart Load Balancing

By inspecting the “User-Agent” header, requests can be directed to different servers based on
browser type.

Configuring Browser-Based Load Balancing

To configure “User-Agent:” header load balancing to allow the switch to perform browser-
smart load balancing, perform the following procedure.

1. Beforeyou can configureheader-based load balancing, ensurethat the switch hasalready
been configured for basic server load balancing. SL B configuration includes the follow-
ing tasks:

B Assign an IP address to each of the real servers in the server pool.

B Define an IP interface on the switch.
B Define each real server.

B Assign servers to real server groups.
B Define virtual servers and services

2. Turn on URL parsing to the virtual server for “User-Agent:” header..

>> cfg/slb/virt 1/service 80/ httpslb ena browser

3. Define the host names.

>> # /[cfg/slb/url/Ib/add “Mozilla”
>> Server Loadbal ance Resource# add “Internet Explorer”
>> Server Loadbal ance Resource# add “Netscape”

4. Configure the real server(s) to handle the appropriate load balance string(s).

NoOTE — If you don't add a defined sub-string (or add the defined sub-staimg’), the server
will handle any request.

To add a defined sub-string:

>> /cfg/slb/real 2/addlb ID

WherelD is the identification number of the defined string.
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Cookie-Based Preferential Load Balancing

Cookies can be used to provide preferential services for customers, ensuring that certain users

are offered better access to resources than other users when site resources are scarce. An exam-
pleisaweb server could authenticate a user via a password and then set cookies to identify

them as “Gold”, “Silver” or “Bronze” customers. Using cookies, you can distinguish individu-
als or groups of users and place them into groups or communities that get redirected to better
resources and receive better services than all other users.

Cookie-based preferential services enable the following support:

Redirect higher priority users to a larger server or server group
Identify a user group and redirect them to a particular server
Serve content based on user identity

Prioritize access to scarce resources on a web site

Provide better services to repeat customers, based on access count

Clients to receive preferential service can be distinquished from other users by one of the fol-
lowing methods:
B [ndividual User

Specific individual user distinguished by IP address, login authentication, or permanent
HTTP cookie.

B User Communities

Some set of users, such as “Premium Users” for service providers who pay higher mem-
bership fee than “Normal Users.” May be identified by source address range, login
authentication, or permanent HTTP cookie.

B Applications

All users using a specific application. For example, giving priority to HTTPS traffic that is
performing credit card transaction versus HTTP browsing traffic.

B Content
Users accessing specific content.

Based on one or more of the criteria above, you can load balance requests to different server
groups.
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Configuring Cookie-Based Preferential Load Balancing
To configure Cookie-Based Preferential Load Balancing, perform the following procedure.
1. Beforeyou can configureheader-based load balancing, ensurethat the switch hasalready

been configured for basic server load balancing. SL B includes the following tasks:

B Assignan IP address to each of the real serversin the server pooal.
B Define an IP interface on the switch.

B Define each real server.

B Assign serversto real server groups.

B Definevirtual serversand services

For information on how to configure your network for server load balancing, see Chapter 2.

2. Turnon URL parsingtothevirtual server.

>> [cfg/slb/virt 1/service 80/ httpslb 80 enable cookie sid 1 8 dis

3. Definethe cookie values.

>> [cfg/slb/url/lb/add "Gol d"
>> [cfg/slb/url/lb/add "Silver"
>> [cfg/slb/url/lb/add "Bronze"

Since a session cookie does not exist in the first request of aHTTP session, we heed a default
server or “any” server to assign cookies to a “None” cookie HTTP request.

Example:

B Real Server 1: “Gold” handles gold requests.

B Real Server 2: “Silver” handles silver request.

B Real Server 3: “Bronze” handles bronze request.

B Real Server 4: “any” handles any request that does not have a cookie or matching cookie.

Alteon Systems Chapter 6: Content Intelligent Switching m 135
050087A, May 2000



WebOS 8.0 Application Guide

With servers defined to handle the requests listed above, here’s what happens:

Request 1 comes in with no cookie; it is forwarded to “Real Server 4" to get cookie
assigned.

Request 2 comes in with “Gold” cookie; it will be forwarded to “Real Server 1”.
Request 3 comes in with “Silver” cookie; it will be forwarded to “Real Server 2.
Request 4 comes in with “Bronze” cookie; it will be forwarded to “Real Server 3”.

Request 5 comes in with “Titanium” cookie; it will be forwarded to “Real Server 4", since
it does not have an exact cookie match.

4. Configurethereal server(s) to handlethe appropriate load balance string(s).

To add a defined sub-string:

>> #/cfg/slb/real 2/addlb <ID> ‘

WherelD is the identification number of the defined string.

NoTE — If you don't add a defined sub-string (or add the defined sub-saimg'y, the server
will handle any request.
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URL Hashing

By default, hashing algorithms use the IP source address and/or | P destination address,
depending on the application area, to determine content location. For example, Firewall Load
Balancing used both IP source and destination addresses, Web Cache Redirection used only the
I P destination address and Web Server Load Balancing used only the I P source address.

If URL-based WCR is enabled and the HOST header is present in the URL of aHTTP request,
you can hash on the header or the URL to determine content location. All requests for
www.alteon.com, for example, will be forwarded to the same cache server. By default, URL
hashing is disabled. When enabling this option, the network administrator must also specify
the number of bytes (up to 255) to be used for hashing the URL.

The applications of URL hashing for web cache redirection and server load balancing are
described bel ow.

URL Hashing for Web-Cache Redirection

Using the hashing algorithm, you can optimize “cache hits,” redirecting client requests going
to the same page of an origin server to a specific cache server.

B The load-balancing algorithm must be configured to be “hash” or “minmiss”.

B Hashing is based on the URL, including the HTTP Host header (if present), up to a maxi-
mum of 255 bytes.

Example: The switch will use the string “www.alteon.com/products/ACEswitch180” for hash-
ing the following request:

GET http://products/ACEswitch180 / HTTP/1.0

HOST:www.alteon.com

URL Hashing for Server Load Balancing

The default hashing algorithm for VIP load balancing is the IP source address. By enabling
URL hashing, requests going to the same page of an origin server will be redirected to the
same real server (RIP) or cache server.

B The load-balancing algorithm must be configured tohses’h” or “ii nmi ss”.

B Hashing is based on the URL, including the HTTP Host header (if present), up to a maxi-
mum of 255 bytes.
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VIP Load Balancing of Non-Transparent Caches

Customers can deploy a cluster of non-transparent proxy caches and use the VIP method to
load bal ance requests to these cache servers.

The client’s browser will be configured to send web reguests to a non-transparent cache (the IP
address of the VIP configured).

If hash is selected as the load-balancing algorithm, the current hashing algorithm will only use
the IP Source Address for hashing in Web Server Load Balancing. Because of this, the switch
may not send web requests for the same origin server to the same proxy cache server; for
example, requests made from a client to http://www.alteon.com/product from different clients
may get sent to different caches.

VIP = 205.178.13.243

= — .
ﬁ/ ﬂ nr
/\,, W
= Client's browser setup
= to sent web requests to
origin server via the VIP
Non-Transparent

Cache Farm

Figure 6-4 Balancing Non-Transparent Caches
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Configuring URL Hashing

You can direct the same URL request to the same cache or proxy server that uses avirtual 1P
address to load balance proxy requests. By configuring hash or mi ni sses asthe metric, the
switch will use the number of bytesinto the URI to calculate the hash key.

If the host field exists and the switch is configured to look into the Host: header, then the
switch will also use the Host: header field to cal culate the hash key.

To configure URL hashing, perform the following procedure:

1. Beforeyou can configure URL hashing, ensurethat the switch has already been config-
ured for basic server load balancing. SL B configuration includesthe following tasks:

Assign an | P address to each of the real serversin the server pool.

Define an IP interface on the switch.

Define each real server.

Assign serversto real server groups.

Define virtual servers and services

For information on how to configure your network for server load balancing, see Chapter 2.

2. Enable URL parsing.

‘ >> # [cfg/slb/virt 1/service 80/ httpslb enable urlhash 25 ‘

3. Setthemetricfor thereal server group tom nni sses or hash.

‘>>#/cfg/slb/group 1/ metric hash| m nm ss ‘
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Exclusionary String Matching for URL SLB

URL-based SLB and WCR can match up to 128 sub-strings.
Examples of sub-strings are

B “/product”, matches URL that starts with “/product”
B “product”, matches URL that has the string “product” anywhere in the entire URL

Administrators can assign one or more sub-string to real servers. When more than one URL
sub-string is assigned to a real server, requests matching any sub-string will be redirected to
that real server. There is also a special sub-string known as “any” that matches all content.

WebOS supports exclusionary sub-string matching. Using this option, an administrator can
define a server to accept any requests regardless of the URL, except requests with a specific
sub-string. That is, an administrator can define the URL sub-string to be excluded, assign it to
a real server, and have the server interpret it as an exclusion instead of an inclusion.

NOTE — Once exclusionary sub-string matching is enabled, clients cannot access the URL
strings that are added to that real server. This means you cannot configure a dedicated server to
receive a certain string, while at the same time have it exclude other URL strings. The exclu-
sionary feature is enabled per server, not per string.

Example:

Sub-string #1 = cgi
Sub-string #2 = NOT cgi/form_A
Sub-string #3 = NOT cgi/form_B

When these sub-strings are assigned to areal server, the behavior isto match all cgi scripts, but
exclude form_A and form_B.
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Configuring Exclusionary URL Sub-String Matching
To configure exclusionary URL sub-string matching, perform the following procedure:

1. Beforeyou can configure URL sub-string matching, ensurethat the switch has already
been configured for basic server load balancing. SL B configuration includes the follow-
ing tasks:

B Assignan IP address to each of the real serversin the server pool.

Define an IP interface on the switch.

Define each real server.

Assign serversto real server groups.

Define virtual servers and services

For information on how to configure your network for server load balancing, see Chapter 2.

By default, this featureis disabled. In order to enableit, you must add at |east one |oad balanc-
ing string to the server.

>> # [cfg/slb/real 1/exclude enabl e|disable

Example 1:

205.178.15.49, enabled, name, weight 1, tmout 10, maxcon 200000 backup none, inter 10,
retry 4, restr 8, remote disabled, proxy enabled
handle URL cookie: disabled
exclusionary string matching: enabled
2: test
real ports:
http: vport http, group 1, httpslib
URL hashing: disabled
virtual server: 1, 205.178.15.45, enabled

This server will handle any requests EXCEPT requests containing the string “test”.
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Example 2:

205.178.15.49, enabled, name , weight 1, tmout 10, maxcon 200000
backup none, inter 10, retry 4, restr 8, remote disabled, proxy enabled
handle URL cookie: disabled

exclusionary string matching: enabled

2: test
3: limages
4: /product
real ports:
http: vport http, group 1, httpslb
URL hashing: disabled
virtual server: 1, 205.178.15.45, enabled

This server will handle any requests EXCEPT requests contain the string “test” OR requests
that start with “/images” OR request start with “/product”.

Example 3:

205.178.15.49, enabled, name , weight 1, tmout 10, maxcon 200000
backup none, inter 10, retry 4, restr 8, remote disabled, proxy enabled
handle URL cookie: disabled

exclusionary string matching: enabled

1: any
real ports:
http: vport http, group 1, httpslb
URL hashing: disabled
virtual server: 1, 205.178.15.45, enabled

This server will NOT handle ANY requests, which is the same as disabling this server!
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CHAPTER 7
Persistence

Session persistence allows you to re-establish a user’s connection to a particular server. This is
an important consideration for administrators of e-commerce web sites, where a server may
have data associated with a specific user that is not dynamically shared with other servers at
the site.

Persistence-based load balancing enables the network administrator to redirect requests from a
client to the real server that initially handled the request. Persistence can be based on IP source
address, HTTP cookies for HTTP requests, or SSL session ID for encrypted HTTPS requests.

IP Source Address-Based Persistence

Until recently, the only way to achieve TCP/IP session persistence was to use the source IP
address as the key identifier. There are two major problems associated with session persistence
based on a packet’s IP source address:

B No SLB: Proxied clients will appear to the switch as a single IP source address and will
not be able to take advantage of server load balancing on the switch. When many individ-
ual users behind a firewall use the same IP proxy source address, requests will be directed
to the same server, without the benefit of load balancing the traffic across multiple servers.
Persistence is supported without the capability of effectively distributing traffic load.

B No Persistence: When individual users share a pool of IP source addresses, persistence
for any given request cannot be assured. Although each IP source address will be directed
to a specific server, the address itself is randomly selected, thereby making it impossible to
predict which server will receive the request. Server load balancing is supported, without
true persistence for any given user.
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Cookie-Based Persistence

Cookies are a mechanism for maintaining state between clients and servers. When the server

receives a client request, the server issues a “cookie,” or token to the client, which the client
then sends to the server on all subsequent requests. Using cookies, the server does not need
use authentication, the client IP address, or any other time-consuming mechanism to determing
that the user is the same user that sent the original request.

In the simplest case, the cookie may be just a “customer ID” assigned to the user. It may be a
token of trust, allowing the user to skip authentication while his or her cookie is valid. It may
also be a key that associates the user with additional state data that is kept on the server, such
a shopping basket and its contents. In a more complex application, the cookie may be encode
so that it actually contains more data than just a single key or an identification number. The
cookie may contain the user's preferences for a site that allow their pages to be customized.

3 WEB SERVER DESIGNATED TO SERVE
COOKIES RECORDS INFORMATION AND
1 USER REGISTERS TO BUY SENDSTHE CLIENT A COOKIE
AN ITEM

5 4 switcH RECORDS OR REWRITES
COOIKIE SITEIRED O ELIENT COOKIE INFORMATION BASED ON

MACHINE CONFIGURATION

6 CLIENT DECIDESTO BUY AN

ITEM. THE COOKIE
INFORMATION ISSENT AS
PART OF THEHTTP
REQUEST

7 BASED ON COOKIE INFORMATION SWITCH

2 SWITCH COMPLETES THREEWAY REDIRECTSREQUEST TO THE SAME SERVER
HANDSHAKE WITH CLIENT. OR HASHES ON COOKIE VALUE

- FORWARDSHTTP REQUEST TO COOKIE
SERVER

Figure 7-1 Cookie-Based Persistence - How It Works
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Types of HTTP Cookies

A cookie can be defined in the HTTP header (the recommended method) or placed in the URI
for hashing. On a switch running WebOS, you configure cookie-based persistence with the
cookie name, offset, length, and where to match this cookie value, in the cookie header or the
URI. The default is to match the cookie in the cookie header.

WebOS provides the following support:

B Cookie names of up to 20 bytes.

B Cookie values of up to 64 bytes for hashing

Thisisapplicable only for the passive cookie mode, using atemporary cookie. The switch
hashes the cookie value to determine which server to forward the request to.

B Anasterisk (*) is supported in cookie names for wildcards.

For example, Cookie hame = A SPsession*

The format of acookie defined asan HTTP header isa"Name=Value' pair, in addition to other
parameters. For example, the cool@e$si onl D=1234" can be represented by the following:

B Cookie Header
Cooki e: Sesssi onl D=1234

B Cookie within the URL
/www.travelocity.com/Reservation/SessionID=1234

Cookies can either be permanent or temporaigerfmanent cookie gets stored on the client's
browser, as part of the response from a site’s server. It will be sent by the browser when the cli-
ent makes subsequent requests to the same site, even after the browser has been shut down. A
temporary cookie is only valid for the browser session. Similar to a SSL Session-based ID, the
temporary cookie expires when you shut down the browser. Based on RFC 2109, any cookie
without an expiration date is a temporary cookie.

NoOTE — If you will be using temporary cookies, we recommend that you use the passive
cookie mode.

Examples of cookies are given below:
Cookie: ASP_SESSI ONl D=PO UHKJHLKHD
Cookie: name=j ohn_snith

The first example represents an Active Server Pages (ASP) session ID. The second example
represents an application-specific cookie that records the name of the client.
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Modes of Operation

There are two cookie modes used to maintain on persistence; passive and active (cookie
rewrite). Passive cookie mode works for both cookies defined in the HTTP cookie header and
cookies defined in the URI. Active cookie mode (cookie rewrite mode) can only be used with
cookies defined in the HTTP cookie header.

Passive Cookie Mode

In this mode, there is no special persistence cookie defined on the server. The network admin-
istrator configures the web server to embed a cookie in the server response that the switch
should look for in subsequent requests from the same client. Thisis the recommended mode of
operation when using temporary cookies.

NOTE — Passive cookie mode is not compatible with GSLB. A customer running GSLB who
needs cookie-based persistence should use active cookie mode for maintaining persistence.

The following figure shows what happensin passive cookie mode.

1. Configure server to send cookies
2. Configure switch to record cookie values

Client2 3. Client visits the web site & ?(\;\gtlfiz zglr?/(;trs Web Server
Farm
'V - Z=RIP1
“ar_— = =
B e It Internet —‘ ZRIP 2
Client 1 \:&

Proxy Firewall Web Switch

6. Switch registers cookie value and forwards it 5. Server returns
to the client for use in subsequent requests cookie value

Figure 7-2 Passive Cookie Mode

Subsequent requests from Client 1 with the same cookie value will be sent to the same server
(RIP 1inthis example).
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Active Cookie Mode (Cookie Rewrite Mode)

In active cookie mode (or cookie rewrite mode), the switch generates the cookie value on
behalf of the server, eliminating the need for a network administrator to generate cookies for
each user. The server is configured to return a special persistence cookie that is pre-defined on
the switch and on the server. The switch then intercepts this persistence cookie and rewritesthe
value to include server-specific information before sending it on to the client.

B Active cookie mode requires at least 8 bytes in the cookie header. An additional 8 bytes
must be reserved if you are using cookie-based persistence with Global SLB.

NOTE — Active cookie mode (cookie rewrite mode) only works for cookies defined in the
HTTP cookie header, not cookies defined in the URI. Because the switch rewrites each initial
packet of arequest that contains a cookie, using active cookie mode will affect switch perfor-
mance.

Example: The following figure shows what happens in active cookie mode.

1. Configure switch to rewrite cookie values

Client2 2. Client visits the web site via HTTP request 3. Switch selects Web Server
server via SLB Farm
wr
- ZRIP1
~qr | =
it It Internet —‘ ZRIP 2
Client 1 \;;-/'-;

Proxy Firewall Web Switch

5. Switch rewrites the cookie to contain a server 4. Server HTTP response
ID for hashing on subsequent requests includes empty cookie

Figure 7-3 Active Cookie Mode

NoOTE — When the switch rewrites the value of the cookie, the rewritten value represents the
responding server; that is, the value can be used for hashing into aserver ID or it can be the
server |P address or server ID. The rewritten cookie value is encoded. Subsequent requests
from Client #1 with the same cookie value will be sent to the same server.
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Cookie Assignment Servers

Servers defined within a group can be configured to assign/issue cookies to first-time visitors
to the website. These are known as cookie assignment servers. If there are multiple cookie
assignment servers, the switch will load balance the request to these servers. Cookie assign-
ment servers do not participate in load balancing requests that aready have a cookie assigned.

Cookie assignment servers are not required for cookie-based persistence. If there are no cookie
assignment servers defined, the switch assumes that either the client’s request contains a
cookie or that the real server that gets the first request without a cookie will issue a cookie
value back to the client browser.

Cookie Values

Cookie assignment servers or any real server can return a cookie value to the client browser.
The entire cookie value or part of it is used for selecting the appropriate server for directing the
request. Two examples of cookies are shown below:

Example 1: cooki e: si d=1234cdb20f 043243
Example 2: cooki e: si d=0123456789abcdef ;

In the first example, the server’s IP address has been embedded in the cookie value returned b
the server. The value "cdb20f04" represents the IP address "205.178.15.4" in hexadecimal for-
mat. In this example, the user has defined the following for use to compute the server to redi-
rect the request:

Cookie name = sid
Offset = 5 (the starting position of the value to be used for hashing)
Length = 8 (the number of bytes from the starting position)

Since the defined value represents a valid real server IP address, the switch will use the value
directly to determine the server that will receive subsequent requests instead of using the value
for hashing.

In the second example, the defined cookie value does not match a valid real server IP addres:
and thus will be used for hashing to determine the appropriate real server that subsequent
requests should be directed to.
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Sequence of Events Using Cookie Assignment Server

Two scenarios for cookie-based persistence, demonstrating use of cookie assignment servers,
are given below.

NoTE — When using cookie assignment servers, you must use hash or ni nnmi sses asthe
load balancing metric for the real server group.

1st timea HTTP client request arrivesat the switch, without the specified cookie:

B With cookie assignment servers defined:

O The switch will forward the requests to one of the cookie assignment serversto get a
cookie value return to the client browser.

O Subsequent requests from this client with this same cookie value will get hashed to an
appropriate real server based on the cookie value.

B Without cookie assignment servers defined:

O Theswitch will direct the request to areal server in the group, based on the load-bal-
ancing a gorithm defined.

O Subsequent requests from this client will get directed to the same server. The cookie
value can be the real server IP address or it can be a cookie value previously embed-
ded in the server response to the client that the switch will then hash to determine the
server that should receive the request.

Subsequent client HTTP requests arrive at the switch, with the specified cookie:
1. Client HTTP request sent to the switch, with the specified cookie.

2. Theswitch will usethe"of f set" and "I engt h" parametersto determine which part
of the cookie value should be used for determining thereal server to direct the request.
For thediscussion below, let’s call thisthe per si st ence_cooki e_val ue.

3. Ifthepersi stence_cooki e_val ue representsavalid real server |P address, the
switch will redirect the request to the appropriate real server.

4. Ifthepersi stence_cooki e_val ue doesnot represent avalid real server | P address,
the switch will use the value to compute (hash) the server that should get thisrequest.

We extended the concept of cookie by matching cookies either in the URI or the cookie header.
That is, the user can configure cookie based persistence with the cookie name, offset, length
and where to match this cookie value, in the URI or the cookie header itself. Thisis a configu-
ration option as described below. The default is to match the cookie in the cookie header.
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Assigning Server to Serve Cookies When Client Requests Don’t Con-
tain the Specified Cookie

With the nocooki e option enabled for specific serversin area server group, connection
reguests without cookies are load balanced across those real servers. Requests with specified
cookies will be load balanced across the other real serversin the group.

To assign a server specifically to serve cookies when client requests don’t contain the specifiec
cookie, use this command:

>> # [cfg/slb/real 1/ nocook ena (Enable SLB for non-cookie requests)

Example:

Real Server Group 1 consists of real servers 1,2,3,4,5,6. Only real servers 5 and 6 have
/ nocook enabled.

When client requests come in for the first time and don't have the specified cookie, servers 5
and 6 will be load balanced to assign a specified cookie to the server. Subsequently, when a
request from the same client comes in with the specified cookie, it will get hashed and load
balanced across servers 1, 2, 3, or 4.
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Using Cookie Assignment Servers: Configuration Examples

If you want to look for cookie name/value pair in the HT TP cookie header, you would config-
ure the fourth parameter to bdisable.”

If you want to look for cookie name/value pair in the URI, you would configure the fourth
parameter to bechable.”

Example 1:
HTTP Header:

CET / product/switch/ U D=12345678; ck=1234. ..
Host: www. al t eon. com
Cooki e: Ul D=87654321;

B If we configure theenabl e| di sabl e parameteriicfg/ sl b/virt 1/service
80/pbind cookie passive “cookiename” offset-length disable to
be “disable,” the switch will look for the name/value pair in:

Cookie: UID=87654321;

B If we configure thenabl e| di sabl e parametericfg/ sl b/virt 1/service
80/pbind cookie passive “cookiename” offset-length
enable|disable to be ‘enable,” the switch will look for the name/value pair in:
/ product/sw tch/ U D=12345678; ck=1234. .

Example 2.
HTTP Header:
Cooki e: sid=0123456789abcdef; nanel=val uel;...

B We want to use cookie namgd” and “789a” of the cookie value as a hashing key to
compute the real server. The configuration would be:
[cfg/sIb/virt 1/service 80/pbind cookie passive “cookiename”
sid 8 4 disable

Based on the command parameters used above, the switch will use the an offset of 8 bytes
and alength of 4 bytesfrom that offset to determine which part of the cookie value should
be used for determining the real server that should get the request.

m If wewant thewhole value of 'sid’, the configuration would be:
[cfg/sIb/virt 1/service 80/pbind cookie passive “cookiename”
sid 1 16 disable
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Configuring Cookie-Based Persistence

When to Use Passive or Active Mode

B Temporary cookie: When implementing cookie-based persistence using temporary cook-
ies, passive mode is recommended. You would use| east conns or r oundr obi n as
the load balancing metric for the real server group. Using this configuration, no cookie
assignment server(s) would be needed.

B Permanent cookie: Use the passive mode, with the server embedding the | P address, or use
active mode.

What LB Algorithm Should | Use with Cookie-Based Persistence?

To ensure optimal load balancing, use either | east conns or r oundr obi n astheload bal-
ancing metric. However, if you will be using cookie assignment servers, you must use either
hash or m nmi sses astheload balancing metric.

Using Cookie-Based Persistence with GSLB

If you will be using cookie-based persistence with Global SLB, you must use the active cookie
mode and reserve 16 bytesin the cookie header.

What If Client Browser Doesn’'t Accept Cookies?

Under normal conditions, most browsers are configured to accept cookies. However, if aclient

browser is not configured to accept cookies, you must use hash asthe load balancing metric

to maintain session persistence. With cookie persistence enabled, session persistence for

requests from a browser that doesn'’t accept cookies will be based on the source IP address.
Many individual users coming from a proxy firewall will be directed to a single server, result-
ing in traffic being concentrated on a single server, instead of load balancing across the avail-
able real servers.
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Configuration Procedure

1. Beforeyou can configure cookie-based per sistence, you need to configurethe switch for
basic server load balancing. Thisincludesthe following tasks:

Assign an | P address to each of the real serversin the server pool.

Define an IP interface on the switch.

Define each real server.

Assign serversto real server groups.

Define virtual servers and services

For information on how to configure your network for server load balancing, see Chapter 2.

2. Either enable Direct Access Mode for the switch or disable DAM and specify proxy | P
(PIP) address(es) on the client port(s).

B Enable Direct Access Mode for the switch.

>> # [cfg/slbladv/direct ena (Enable Direct Access Mode on switch)

B Disable Direct Access Mode and specify PIP address(es) on the client port(s).

NoTE — If Virtual Matrix Architecture (VMA) is enabled on the switch, you must configure a
unique proxy IP address for every port.

>> # [cfg/slb/adv/direct disable (Disable DAM on the switch)
>> # [cfg/slb/port 1 (Select network port #1)
>> SLB port 1# pip 200. 200. 200. 68 (Set proxy IP address for port #1)

3. If proxy I P addresses are used, make sure server processing isdisabled on the server

port.
>> # [cfg/slb/port 1 (Select switch port #1)
>> SLB port 1# servr dis (Disable server processing on port #1)
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4. Select the appropriateload balancing metric for thereal server group.

>> # [cfg/slb/group 2 nmetrc hash (Select hash as server group metric)

B If embedding an IP addressin the cookie, select r oundr obi n or | east conns asthe
metric.

B If you are NOT embedding the IP addressin the cookie, select hash as the metric in con-
junction with a cookie assignment server.

While you may experience traffic concentration using the hash metric with a cookie
assignment server; using ahash metric without a cookie assignment server will cause
traffic concentration on your real servers.

5. Enable cookie-based persistence on thevirtual server service.

>>/ cfg/slb/virt 1/ service 80/pbind cookie passive ‘cookieName’ off-

set-length enable|disable

>> Virtual Server 1 http Service# pbind

Enter clientip|cookie|sslid persistence node: cooki e

Enter passive|rewite cookie persistence node [p/r]: passi ve
Ent er Cooki e Nane: sid

Enter the starting point of the cookie val ue: 1

Enter the number of bytes to be extract: 8

Look for cookie in URI [e|d]: ena

Once you specify “cookie” as the mode of persistence, you will be prompted for the following
parameters:

B Cookie persistence mode: passive or rewrite (active)
Cookie name

Starting point of the cookie value

Number of bytes to be extracted

[ |
[ |
[ |
B Enable/disable looking for cookie in the URI

NoTE — Cookie rewrite mode only works with cookies defined in the HTTP cookie header.
When the cookie rewrite mode is selected, you will not be prompted for avalue in this field.

To configure the switch to look for cookie name/value pair in the Cookie: field of the HTTP
header, set the eighth (last) parameter (“Look for cookie in URH) &abl e. If you want
the switch to look for the cookie name/value pair in the URI, set the eighth parameter to
enabl e.
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Example 1.
HTTP Header:

CET / product/swi tch/ U D=12345678; ck=1234. ..
Host: www. al t eon. com
Cooki e: Ul D=87654321;

B If you set the eighth (last) parameter to di sabl e, the switch will look for the name/value
pair in -
Cooki e: Ul D=87654321;

>> [cfg/slb/virt 1/service 80/ pbind cookie passive UD 1 8 dis

B If you set the eighth (last) parameter to enabl e, the switch will ook for the name/value
pairin -
product/switch/ U D=12345678; ck=1234. .

>> [cfg/slb/virt 1/ service 80/ pbind cookie passive UD 1 8 ena

Example 2. HTTP Header:
Cookie: sid=0123456789abcdef; namel=valuel;...

If you want the switch to use cookie name 'sid’ and '789a’ of the value as a hashing key to the
real server, use this command:

>> #/cfg/slb/virt 1/service 80/ pbind cookie passive sid 8 4 dis

To use the whole value ofit]” as a hashing key to the real server, use this command:

>> #/cfg/slb/virt 1/service 80/ pbind cookie passive sid 1 16 dis

You can also use wild cards in configuring cookie names for cookie-persistent load balancing,
as shown in this command:

>> #/cfg/slb/virt 1/service 80/ pbind cooki e passive ASPSESSI ONI D* 1
16 dis

With this configuration, the switch will look for a cookie name that starts with “ASPSES-
SIONID.” ASPSESSIONID123, ASPSESSIONID456, ASPSESSIONID789, will be seen by
the switch as the same cookie name.

Alteon Systems Chapter 7: Persistence m 155
050087A, May 2000



WebOS 8.0 Application Guide

Directing Cookie Client to a Specific Server
This can be done using passive cookie mode or active cookie mode (cookie rewrite mode). The

procedure for each mode is provided below.

Passive Cookie Mode

By embedding the real server’s IP address (in hexadecimal format) in the cookie value, the
cookie assignment server can tell the client exactly which server to go back to in subsequent
connections.

Example 1:

1. Convert theclient I P address from dotted format into hexadecimal:

205.178.15.4 --> cdb20f04

2. Embed the converted addressinto the cookie value.

si d=1234cdb20f 043243

3. Configurethe switch toread in the correct cookie value.

>> [cfg/slb/virt 1/service 80/ pbind cookie passive sid 5 8 dis

Example 2:

1. Convert theclient I P address from dotted format into hexadecimal:

205.178.15.9 --> cdb20f09

2. Embed the converted addressinto the cookie value.

sid=cdb20f09

3. Configurethe switch toread in the correct cookie value.

>> [cfg/slb/virt 1/service 80/ pbind cookie passive sid 1 8 dis

Example 3:

Using cookie passive mode, the switch will examine the server’s 'Set-Cookie:’ value and direct
all subsequent connections to the server that assigned the cookie, just like SSL session ID.

Server 1 --> Set-Cookie: sid=1234567
Client 2 --> Cookie: sid=1234567

All of Client 2'straffic withthecooki e si d=1234567 will be directed to real server 1.
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Active Cookie Mode (Cookie Rewrite Mode)

Example 1:

If the switch is configured to be in cookie rewrite mode with the seventh parameter (byte
length) configured to be 8 or 16, the switch will rewrite the cookie value with the encrypted
real server |P address (RIP) or encrypted virtual server IP address (VIP) and RIP.

Cookie-based persistence is configured on the switch as follows:

‘ >> [cfg/slb/virt 1/service 80/pbind cookie rewite sid 1 8 dis

Server 1 (205.178.15.4) --> Set-Cookie: sid=alteonpersistence;
The switch will rewrite: --> Set-Cookie: sid=cdb20f04rsi stence;
Client --> Server 1 --> Cookie: sid=cdb20f04rsistence;

Example 2:

Cookie-based persistence is configured on the switch as follows:

>> [ cfg/slb/virt 1/service 80/ pbind cookie rewite sid 1 16 dis

VIP-->(205.178.15.10)

Server 1 (205.178.15.4) --> Set-Cookie: sid=alteonpersistence;
The switch will rewrite: --> Set-Cookie: sid=cdb20f04cdb20f0ag;
Client --> Server 1 --> Cookie: sid=cdb20f04cdb20f0ae;
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SSL Session ID-Based Persistence

Secure Sockets Layer (SSL) is aset of protocols built on top of TCP/IP that allow an applica-

tion server and user to communicate over an encrypted HTTP session, providing authentica-

tion, non-repudiation, and security. The SSL protocol “handshake” is performed using clear
text; the content data is then encrypted, using an algorithm exchanged during the “handshake,
prior to being transmitted.

Using the SSL session ID, the switch forwards the request to the real server that it bound the
user to during the last session. Because SSL protocol allows many TCP connections from the
same client to a server to use the same session ID, key exchange needs to be done only whe
the session ID expires. This cuts down on CPU overhead on the server and provides a mecha
nism, even when the client IP address changes, to send all sessions to the same server.

NOTE — The destination port number to monitor for SSL traffic is user configurable.

How SSL Session ID-Based Persistence Works

B All SSL sessions which present the same session ID (32 random bytes chosen by the SSL
server) will be directed to the same real server.

NOTE — The SSL session ID is only “visible” to the switch after the TCP 3-way handshake. In
order to make a forwarding decision, the switch must terminate the TCP connection to exam-
ine the request.

B New sessions are sent to the real server based on the metric selected
(hash, roundr obi n, | east conns, orm nmni sses).

B If no session ID is presented by the client, the switch picks a real server based on the met
ric for the real server group and waits until a connection is established with the real server
and a session ID is received.

B The session ID is stored in a session hash table. When a subsequent connection comes il
with the same session ID, it is sent to the same real server. This binding is preserved ever
if the server changes the session ID mid-stream. A changes of session ID in the SSL proto
col will cause a full handshake to happen.

B Session IDs are kept in the switch until an idle time equal to the configured real server
timeout (default = 10 minutes) for the selected real server has expired.
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Figure 7-4 SSL Session ID-Based Persistence
Alteon Systems Chapter 7: Persistence m 159

050087A, May 2000



WebOS 8.0 Application Guide

Configuring SSL Session ID-Based Persistence

To configure session |D-based persistence for areal server, perform the following steps:

1. Configurereal serversand servicesfor basic server load balancing, asindicated below:
B Define each real server and assign an IP address to each real server in the server pool.
B Defineareal server group and set up health checks for the group.

B Defineavirtua server on thevirtual port for HTTPS (for example, 443) and assign areal
server group to serviceit.

B Enable server load balancing on the switch.
B Enable client processing on the port connected to the client.

For information on how to configure your network for server load balancing, see Chapter 2,
“Virtual Server Load Balancing.”

2. Ifaproxy IP addressisnot configured on the client port, enable Direct Access M ode for
real servers.

>> # [cfg/slbladv/direct ena (Enable Direct Access Mode on switch)

3. Select the persistent binding type for the virtual port to configure session | D-based per-
sistence.

>> [cfg/slb/virt <virtual-server-number>/ servi ce <virtual-port-number> pbi nd
sessid

4. Enableclient processing on theclient port.

‘ >> [ cfg/sl b/ port <port-number>/client ena ‘

5. Enable server processing on the server port.

‘ >> [ cfg/sl b/ port <port-number>/ server ena ‘
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CHAPTER 8
Bandwidth Management

This feature enables website managers to allocate a certain portion of the available bandwidth
for specific users or applications. Traffic classification can be based on user or application
information. Bandwidth policies can be configured to set lower and upper bounds on the band-
width allocation.

Bandwidth Management Overview

To manage bandwidth, you create one or more bandwidth management contracts. The switch
uses these contracts to limit individual traffic flows. Each contract comprises the following:

B aclassification policy where certain frames are grouped together

B abandwidth policy that specifies a set of bandwidth usage limitations to be applied to
these frames.

.

2. Admininstrator configures
bandwidth policy and contract

BANDWIDTH 3. Classification isdone on

ingress port of switch

— &

_/ \ALLOCATION
J

4. Bandwidth Management done on egress port of switch
- Over Soft Limit, Set TOS=OTOS (Optional)
- Under Soft Limit, Set TOS=UTOS (Optional)

g

1. User buysa
contract (e.g.aVIP)

5. TOS Value (Optional) affectsrouter bandwidth

Figure 8-1 Bandwidth Management: How It Works
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NOTE — At any given time, up to 256 contracts can be configured for asingle AD3/A180e
switch. Up to 1024 contracts can be created for asingle AD4 or A184 switch.

When Virtual Matrix Architecture (VMA) is not enabled, bandwidth classification is done
on the ingress side of the switch (at the ingress port or designated port) and can be based
on the following: source port, VLAN, VIP, virtual service, filters, and so on.

When VMA is enabled, non-filter and non-SLB traffic classification get done on the
"ingress port;" that is, the port on which the frame isreceived (not the "client port" or the
"server port"). If thetraffic classification isfilter or SLB traffic, then the classification gets
done on the "designated port".

Bandwidth management is done on the egress port of the switch; that is, the port the frame
isleaving from. However, in the case of multiple routes or trunk groups, the egress port
can actually be one of several ports from the point of view of where the queues live.

Each frameis put into a managed buffer and placed on a contract queue. According to the
configured rate of the contract, the current egress rate of the ports, and the buffer size set
for the contract queue, the next time that a frame is supposed to be transmitted for the con-
tract queue is calculated and given to the scheduler. The scheduler then organizes all the
frames to be sent according to their time-based ordering and meters them out to the port.

Each bandwidth management contract is assigned a bandwidth policy index and (optionally) a
name. Thisindex can be viewed using the/ cf g/ bwnf cont menu. Contracts can be enabled
and disabled. The set of classifications associated with each contract can be viewed using the
/i nf o/ bwmmenu.

For frames qualifying for multiple classifications, precedence of the contractsis also specified
on a per-contract basis. If no precedence is specified, the default ordering is used (see “Prece-
dence” on page 166

Bandwidth Policies

Bandwidth policies are bandwidth limitations that are defined for any set of frames, specifying
the guaranteed bandwidth rates. A bandwidth policy is often based on a rate structure that a
Web hoster or co-location provider would charge a customer for bandwidth utilization. There
are three rates that are configured; a Committed Information Rate/Reserved Limit, a Soft

Limit, and a Hard Limit, as described below.
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A queue depth is also associated with apolicy. A queue depth is the size of the queue that holds
the data. It can be adjusted to accommodate delay-sensitive (e.g., audio) traffic vs. drop-sensi-
tivetraffic (e.g., FTP).

_______ Hard Limit

——————— Soft Limit

Reserved Limit

Figure 8-2 Bandwidth Rate Limits

Rate Limits
A bandwidth policy specifies three limits, listed and described in the following table:

Table 8-1 Bandwidth Rate Limits

Rate Limit Description

Committed Information ~ Thisis arate that a bandwidth classis aways guaranteed. In con-

Rate (CIR) figuring bandwidth management contracts, ensure that the sum of

or Reserved Limit all committed information rates never exceeds the link speeds
associated with ports on which the traffic is transmitted. The
switch will attempt to enforce thiswhileiit is being configured. In
the case where the total CIRs exceed the outbound port band-
width, the switch will perform a graceful degradation of all traffic
on the associated ports.

Soft Limit Thisisthe desired bandwidth rate; that is, the rate the customer
has agreed to pay for on aregular basis. When output bandwidth
isavailable, a bandwidth class will be allowed to send data at this
rate. No exceptional condition will be reported when the data rate
does not exceed this limit.

Hard Limit This is a “never exceed” rate. A bandwidth class is never allowed
to transmit above this rate. Typically, traffic bursts between the
soft limit and the hard limit are charged for.

Alteon Systems Chapter 8: Bandwidth Management m 163
050087A, May 2000



WebOS 8.0 Application Guide

Bandwidth Policy Configuration

Each bandwidth policy, comprised of the reserved rate, soft and hard limits, is assigned an
index. These policies can be found under the / cf g/ bwmmenu. Up to 64 bandwidth policies
can be defined. Bandwidth limits are usually entered in mbps (entered as nk).

NOTE — To allow better granularities at low configured rates, any value can be entered in kbps
by appending a ‘k’ to the entered number. For example, 1 Mbps can be entered as either ‘1’ or
as 1024k’

The following table lists the granularity of policy limits:

Table 8-2 Bandwidth Policy Limits

Bandwidth Range Interval Bandwidth Range Interval

250 Kbps to 5000 Kbps 250 Kbps 50 Mbps to 150 Mbps 10 Kbps
1 Mbps to 20 Mbps 1 Mbps 150 Mbps to 500 Mbps 25 Mbps
20 Mbps to 50 Mbps 5 Mbps 500 Mbps to 1000 Mbps 50 Mbps

In addition, a queue size is associated with each policy. The queue size is measured in kilo-
bytes.
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Classification Policies

The frames associated with a particular bandwidth management contract are specified using
the parameters listed below. All of these classifications are aimed at limiting the traffic out-
bound from the server farm for bandwidth measurement and control.

Server Output Bandwidth Control
B Physica Port

All frames from a specified physical port.
H VLAN

All frames from a specified VLAN. This means that even if VLAN translation occurs the
bandwidth policy is based on theingress VLAN.

B [P Source Address
All frames with a specified | P source address with subnet mask.
B [P Destination Address
All frames with a specified |P destination address with subnet mask.
B Switch Virtual Services
The following are various Layer 4 groupings.
O A singlevirtua server
O A group of virtual servers
O A virtua servicefor aparticular virtual server
Select a particular port number (virtual service) within aparticular VIP.

Application Bandwidth Control

Classification policies allow bandwidth limitationsto be applied to particular applications, that
is, they allow applications to be identified and grouped. Classification can be based on any fil-
tering rule, including those listed below:

B TCP Port Number

All frames with a particular TCP port number (either source or destination).
m UDP

All UDP frames.

B UDP Port Number
All frames with a particular UDP port number (either source or destination).
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Combinations

Combinations of classifications are limited to grouping items together into a contract. For
example, if you wanted to have three different virtual servers associated with a contract, you
would specify the same contract index on each of the three virtual server |P addresses. You can
also combine filters in this manner.

Precedence

If aframewould qualify for different classifications, it isimportant to be able to specify which
classification it should be associated with. There are two mechanisms to address this; a per-
contract precedence value and a default ordering. If a contract does not have an assigned prece-
dence, then the ordering is as follows:

1. Virtual Server
2. Filter
3.VLAN

4. Source Port/Default Assignment

Bandwidth Classification Configuration

Any item that is configured with afilter can be used for bandwidth management. Bandwidth
classification is performed using the following menus:

B /cfg/slb/filt isusedtoconfigureclassifications based on the IP destination
address, | P source address, TCP port number, UDP, and UDP port number, or any filter
rule.

B /cfg/slb/virt isusedto configure classifications based on virtual servers.

B /cfg/ port isusedto configure classifications based on physical ports.
(In case of trunking, use/ cf g/ t r unk.)

B /cfg/vlanisusedto configure classifications based on VLANS.

To associate a particular classification with a contract, enter the contract index irtorthé “
menu option under the applicable configuration menus.
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Restricting Bandwidth Usage

Data Pacing

The mechanism used to keep the individual traffic flows under control is called data pacing. It

is based on the concept of avirtual clock and theoretical departure times (TDT). The actual

calculation of the TDT is based initially on the soft limit rate. The soft limit can be thought of

as a target limit for the ISP’s customer. So long as bandwidth is available and the classification
gueue is not being filled at a rate greater than the soft limit, the TDT will be met for both
incoming frames and outgoing frames and no borrowing or limitation will be necessary.

Queue 1 ] !

Quece2 il !

Queue 3 H

Qe i i H |
Time >

Figure 8-3 Virtual Clocks and TDT

If the data is arriving more quickly than it can be transmitted at the soft limit and there is still
sufficient bandwidth, the rate is adjusted upwards based on the depth of the queue, until the
rate is fast enough to reduce the queue depth or the hard limit is reached. If the data cannot be
transmitted at the soft limit, then the rate is adjusted downward until the data can be transmit-
ted or the Committed Information Rate (CIR) is hit. If the CIR is over-committed among all

the contracts configured for the switch, graceful degradation will reduce each CIR until the
total bandwidth allocated fits within the total bandwidth available.

Frame Discard

When packets in a contract queue have not yet been sent and the buffer size set for the queue is
full, any new frames attempting to be placed in the queue will be discarded.
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Bandwidth Statistics and History

Statistics are maintained in order to allow switch ownersto bill for bandwidth usage. Statistics
frequency and count are configurable. Statistics are kept in the individual Switch Processor
(SP) and then collected every second by the MP (Management Processor). The MP then com-
bines the statistics, as statistics for some classifications may be spread across multiple SPs.

The MP maintains some global statistics, such astotal octets and awindow of historical statis-
tics. The historical statistics are kept on a configurable time per interval. When the history
buffer is ready to overflow, it can be optionally e-mailed to a user for long term storage. The
SMTP protocol is used for this transfer. To obtain graphs, the data must be collected and pro-
cessed by an external entity through SNMP or through e-mailed logs.

Statistics Maintained

The total number of octets, octet discards, and times over the soft limit are kept for each con-
tract. The history buffer maintains the average queue size for the time interval and the average
rate for the interval.

Configuring the History Buffer

A total memory block of 128K is kept available for the history buffer. This block is used as
specified inthe/ cf g/ bwm st at s menu. Theinterval is specified and the number of inter-
vals the switch will be able to keep, given the contract count, is calculated by the switch. This
information is then stated as an output of the configuration command. History is maintained
only for the contracts for which the history option isenabled. (cf g/ bwn cont 1/ hi st)

Statistics and MIBs

B For Existing Bandwidth Management Classes

As mentioned above, the MP maintains per contract rate usage statistics. These are obtain-
ableviaaprivate MIB.

B When Bandwidth Management Services Are Not Enabled

Even when bandwidth management is not enforced, the MP can still collect classification
information and report it. This alows the customer to watch a network for awhile before
deciding how to configureit. This feature can be turned on using/ cf g/ bwmt f or ce.
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Packet Coloring (TOS bits)

Burst Limit

Whenever the soft limit is exceeded, optional packet coloring can be done to allow down-

stream routers to use diff-serv mechanisms (that is, writing the TOS byte of the IP header) to

delay or discard these “out of profile” frames. Frames that are not “out of profile” are marked
with a different, higher priority value.

The TOS bits are set in the bandwidth policy menu. The values allowed are 0-255 and a “don’t
change” value that may also be specified. There are two fields for specifying the TOS bits, the
“within profile” field and the “out of profile” field. Typically the values specified should match
the appropriate diff-serv specification, but could be different depending on the environment of
the particular customer.

NOTE — Thisfeature can be enabled or disabled on a per-contract basis.

Operational Keys

There are two operational keys for bandwidth management: a standard key and a demo key.
The demo key automatically expires after ademo time period. These keys may only be enabled
if Layer 4 services have been enabled.
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Configuring Bandwidth Management

1. Configurethe switch asyou normally would for virtual server load balancing (VSL B).
Thisincludesthe following tasks:

Assign an | P address to each of the real serversin the server pool.

Define an IP interface on the switch.

Define each real server.

Define areal server group.

Define avirtua server.

Define the port configuration.

For more information about VVSLB configuration, refer to Chapter 2 of the Application Guide.

2. Ontheswitch, select a bandwidth management contract and (optionally) a namefor the
contract.

Each contract must have a unique number, from 1 to 256.

>> Mai n# /cfg/bwrcont 1 (Select BWM Contract 1)
>> Bandwi dt h Managenent# nanme Bi gCorp (Select contract name “BigCorp”)

3. (Optional) Set a precedence value for the bandwidth management contract.

If aframe qualifies for different classifications, you should specify which classification it
should be associated with, from 1 to 256.

>> Bandwi dt h Managenent# prec 1 (Sets contract precedence value to 1

4. (Optional) Set aWTOS valuefor the bandwidth management contract.

>> Bandwi dt h Management # wt 0s (Sets contract wtos value)

5. Enablethebandwidth management contract.

>> Bandwi dt h Managenent# ena (Enables this BW contract)

6. Select abandwidth management policy.

Each policy must have a number, from 1 to 64.

>> Bandwi dt h Managenent# policy 1 (Select BWM policy 1)
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7. Setthehard, soft, and reserved ratelimitsfor the policy, in mbps.

Typicaly, burst rates between the soft and hard limit are charged for. Each limit must be set
between 256K -1000M .

NOTE — For rates less than 1 Mbps, append a “K” suffix to the number.

>> Policy 1# hard 6 (Set “never exceed” rate)
>> Policy 1# soft 5 (Set desired bandwidth rate)
>> Policy 1# resv 4 (Set committed information rate)

8. (Optional) Set the TOS (Type of Service) byte value, between 0-255, for the policy under -
limit and overlimit.

There are two parameters for specifying the TOS bits: underlim@g) and overlimit

(ot 0s). These TOS values are used to overwrite the TOS values of IP packets if the traffic
seen for a contract is under or over the soft limit, respectively. These values have no signifi-
cance to a contract if TOS overwrite is disabled in the Bandwidth Contract Menu

(cf g/ bwni wt 0s di s).

The administrator has to be very careful in selecting the TOS values because of their greater
impact on the downstream routers.

>> Policy 1# utos 204 (Set BW Policy underlimit)
>> Policy 1# otos 192 (Set BW Policy overlimit)

9. Set the buffer limit for the policy.

Set a parameter between 8192-128000 bytes.The buffer depth for a bandwidth management
contract should be set to a multiple of the packet size

NOTE — Keep in mind that the total buffer limit is 128K.

>> Policy 1# buffer 32640 (Set BW Policy buffer limit)
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10.

11.

12.

13.

Set the classification policy for the contract.

Each bandwidth management contract must be assigned a classification policy. The classifica-
tion can be based afilter or virtual service(s). Filters are used to create classification policies
based on the I P source address, | P destination address, TCP port number, UDP, and UDP port
number.

>> Policy 1# /cfg/slb/virt 1/cont 1 (Assign contract 1 to virtual server 1)
>> Virtual Server 1# /cfg/slb/filt 1/adv/cont 1(Assigncontract1tofilter 1)

On the switch, enable, apply, and verify the configuration.

NOTE — If you purchased the Bandwidth Management option, make sure you enable it by typ-
ing/ oper / swkey and entering its software key.

>> Filter 1 Advanced# /cfg/ bwr on (Turn Bandwidth Management on)
>> Bandwi dt h Management # apply (Make your changes active)

>> Bandwi dt h Managenent # cur (View current settings)

Examine the resulting information. If any settings are incorrect, make any appropriate changes.

On the switch, save your new configuration changes.

>> Bandwi dt h Managenent# save (Save for restore after reboot)

On the switch, check the bandwidth management information.

>> Bandwi dt h Managenent # /i nf o/ bwm <contract number>(View BWM information)

Check that all bandwidth management contract parameters are set correctly. If necessary, make
any appropriate configuration changes and then check the information again.
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CHAPTER 9

High-Availability

In a high-availability network topology, no device can create a single point-of-failure for the
network, or force a single point-of-failure to any other part of the network. This means that
your network will remain in service despite the failure of any single device. To achieve this
usually requires aredundancy for all vital network components.

Alteon WebSystems Web switches support high-availability network topologies through an
enhanced implementation of the Virtual Router Redundancy Protocol (VRRP).

Our implementation of VRRP supports three modes of high-availability: active-standby,

active-active, and hot-standby. Thefirst mode, active-standby, is based on standard VRRP. The

second and third modes, active-active and hot-standby, are based on proprietary Alteon Web-
Systems extensions to VRRP. Each is briefly summarized below, with a pointer to where you'll
find more information.

B Active-Standby

In an active-standby configuration, two Web switches are used. Both switches support
active traffic, but are configured so that they do not support the same service simulta-
neously. Each switch is active for its own set of services, and behaves as a backup for the
services on the other switch. If either switch fails, the remaining switch takes over pro-
cessing for all services. The backup switch may forward L2 and L3 traffic, as appropriate.
For a detailed description of this approach, referatge 176

B Active-Active

In an active-active configuration, two Web switches provide redundancy for each other,
with both active at the same time for gaene services. For a detailed description of this
approach, refer tpage 177

B Hot-Standby

VRRP has been extended to support hot-standby failover configurations. Using this
approach, the Spanning Tree Protocol is not needed to eliminate bridge loops. This speeds
up failover when a switch fails. The standby switch blocks all ports configured as standby
ports, whereas the master switch enables these same ports. Consequently, on a given
switch, all virtual routers are either master or backup, they cannot change state individu-
ally. For a detailed description of this approach, refeatpe 177
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VRRP

Virtual Router Redundancy Protocol (VRRP) support on Alteon WebSystems’ Web switches
provides redundancy between routers in a LAN. This is accomplished by configuring the same
virtual router IP address and ID number on each participating VRRP-capable routing device.
One of the virtual routers is elected as the master, based on a humber of priority criteria, and
assumes control of the shared virtual router IP address. If the master fails, one of the backup
virtual routers will take control of the virtual router IP address and actively process traffic
addresses to it.

Alteon Websystems has extended VRRP to include virtual servers as well, allowing for full
active/active redundancy between its Layer 4 switches. This enables more efficient network
resource allocation and supports more complex failover topologies.

Active-active redundant switch configurations increase application availability by removing
single points of failure from networks. At the same time, when both switches are healthy,
active-active configurations increase performance and capacity by allowing two or more Web
switches to support the same interface and service.

Alteon WebSystems' active-active redundancy is based on Virtual Router Redundancy Proto-
col (VRRP), as defined in RFC 2338, plus Alteon-specific extensions to VRRP.
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Failover Methods: An Overview

With service availability becoming a major concern on the Internet, service providers are
increasingly deploying Internet traffic control devices such as Web switches in redundant con-
figurations. Traditionally, these configurations have been hot-standby configurations, where
one switch is active and the other isin a standby mode. A typical hot-standby configuration is
shown in the figure bel ow.

Intranet Clients Primary ACEswitch Active Links  Intranet Servers
rf IP: 200.200.200.100

rf
'rf.k-

yr 45

L8 . =
'V - Cllent SWltches ‘ ______
[ S Secondary ACEswitch

IP: 200.200.200.101 Backup Links NFS Server

Inter-switch
Link

Figure 9-1 A Non-VRRP Hot-Standby Configuration

While hot-standby configurations increase site availability by removing single points of fail-
ure, service providersincreasingly view them as an inefficient use of network resources
because one functional web switch sits by idly until afailure callsit into action. Service pro-
viders now demand that vendors' equipment support redundant configurations where all
devices can process traffic when they are healthy, increasing site throughput and decreasing
user response times when no device has failed.

Alteon WebSystems’ redundancy configurations are based on the Virtual Router Redundancy
Protocol (VRRP) described in RFC 2338. Alteon WebSystems has developed extensions to
VRRP that allow it to support Layer 4 switching services such as server load balancing, to sup-
port active operation of interfaces (at Layer 3) and services (at Layer 4) across multiple
switches at the same time, and to interact with Spanning Tree to control frame path.

Alteon WebSystems switches support three approaches to providing high availability and
redundancyactive-standby, active-active, and a nevhot-standby configuration. Each is
described below.
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Active-Standby Redundancy

In an active-standby configuration, shown in Figure 9-2, both switches can support active traf-
fic. However, services are not shared across the switches. That is, each switch can be active for
some number of services, such as IP routing interfaces or load balancing V1P addresses, and
act as a standby for other services on the other switch.

NOTE — In an active-standby configuration, the same service cannot be active simultaneously
on both switches.

Active VII* #]
YIP = 205178.13.226

Standby VIP #1
VIP = 205178,13.226

Standby VIP #2
VIP = 205.178.13.240

Active VIP #2
VIP = 205.178.13.240

Actlve VIP &3
VIP =205178.13.110

VIP = 205.178.13.110

Figure 9-2 Active-Standby Redundancy
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Active-Active Redundancy

In an active-active configuration, shown in Figure 9-3, both switches can processtraffic for the
same service at the same time. That is, both switches can be active simultaneoudly for a given
IP routing interface or load balancing virtual server (VIP).

Internet

\clive VIP#] Active VIP #1
VIP = 205.178.13.226 VIP = 205.175.13.226

Active VIP i2 Active VIP 2
VIP = 205.178.13.240 VIP = 20%.178.13.240
Active VIP #3 y Active VIP #
VIP =205178.13.110 7 VIP = 205.178.13.110

Figure 9-3 Active-Active Redundancy

In the above example, one switch is still the master router, but traffic going through the backup
router (associated with the same virtua router on the switch) that is addressed to the master
router will be intercepted and processed by the backup router.

Hot-Standby Redundancy

To provide as much flexibility as possible, the old hot-standby approach has been modified to
eliminate the problems previoudly associated with it and is now based on VRRP. In a hot-
standby configuration, two or more switches provide redundancy for each other. One switch is
elected master and actively processes L4 traffic. The other switches, the backups, assume the
master role should the master fail. The backups may forward L2 and L 3 traffic as appropriate.

There are three components to the VRRP-based hot-standby model: the virtual router group,
additional Layer 4 port states, and configuration synchronization options. Each is described
below. The hot-standby model is shown in Figure 9-4.
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Intemet

Active VIP #1
VIP = 205.176.13.226

Standhy VIP #1
VIP = 205.178.13

Active YVIP #2
VIP = 205.178.13.240

VIP = 205.178.13.240

VIP=205173.15.110

Figure 9-4 Hot Standby Redundancy

Virtual Router Group

Thevirtual router group tiesal of the virtual routerstogether asasingle entity and is central to
the hot-standby configuration. All virtual routers on a given switch must all be either master or
backup. They cannot failover individually, only as a group. Once hot-standby is globally
enabled, the virtual route group must be enabled. The virtual router group aggregates all of the
virtual routers as a single entity, meaning all virtual routers share the same state, master or
backup. They cannot transitions from master to backup or vice versaindividually, only as a
whole.

If the virtual router group is master on one switch, it means the switch is master. Else the
switch is backup. However, L4 processing is still enabled. If avirtual server isnot avirtua
router, the backup switch can still process traffic addresses to that VIP.

Filtering isalso still functional. Only traffic addressed to virtual server routersisnot processed.

VRRP actually contains support for virtual router groups. Each advertisement is not limited to
asinglevirtual router 1P address and can include up to 256 addresses. This means, all virtual
routers are advertised in the same packet, conserving processing and buffering resources.
However, the advertisements are also used to help bridges learn the virtual router MAC
address. Since al of the virtual routers can have different VRIDs, we must rotate the MAC SA
of the advertisement to ensure that the bridges learn al of the virtual router MAC addresses.

178 m Chapter 9: High-Availability Alteon OSOOS?/}/?AteEE\O%
, May



WebOS 8.0 Application Guide

Hot-Standby and Inter-Switch Port States

The second part of the solution involves introducing two additional L4 port states, hot-standby
and inter-switch. The forwarding states of hot-standby ports are controlled much like the for-
warding states of the old hot-standby approach. Enabling hot-standby on a switch port allows
the hot-standby algorithm to control the forwarding state of the port. If a switch is master, the
forwarding states of the hot-standby ports are enabled. If a switch is backup, the hot-standby
ports are blocked from forwarding or receiving traffic.

All hot-standby ports must have link before the virtual router group’s priority can be increased
from the configured value. It is automatically incremented by the "track other virtual routers"
value when all hot-standby ports have link. This action allows the switches to failover when a
hot-standby port loses link. Other enabled tracking features only have affect once all hot-
standby ports on a switch have link.

NOTE — The VRRP hot-standby approach does NOT support single-link failover. If one hot-
standby port loses link, the entire switch must become master to eliminate loss of connectivity.

The forwarding states of non-hot-standby ports are not controlled via the hot-standby algo-
rithm. This allows the additional ports on the switchesto provide added port density. The client
ports on both switches should be able to process or forward traffic to the master switch.

Theinter-switch port state is only a place holder. Its presence forces the user to configure a
inter-switch link when hot-standby is globally enabled and prohibit the inter-switch link from
also being a hot-standby link for VRRP advertisements. They must be able to reach the backup
switch.

Configuration Synchronization

Thefinal piecein configuring ahigh availability solution includes the addition of synchroniza-
tion options to simplify the manual configuration synchronization. Configuration options have
been added to refine what is synchronized and to whom and to disable synchronizing certain
configurations. These include proxy |P addresses, L4 port configuration, filter configuration,
and virtual router priorities.

Also, a peer menu has been added to allow the user to configure the | P addresses of the
switches which should be synchronized. This provides added synchronization validation and
allows the usersto not have to enter the I P address of the redundant switch for each synchroni-
zation.
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VRRP Overview

To give you the background necessary to understand the operation of Alteon WebSystems'
redundancy configurations, this section describes VRRP operation and the Alteon-specific
extensionsto VRRP.

Virtual Router Redundancy Protocol (V RRP) enables redundant router configurations within a
LAN. It provides aternate router paths for a host to eliminate single points of failure within a
network. The router associated with a given alternate path supported by VRRP uses the same
IP address and MAC address as the routers for other paths. As aresult, the host's gateway
information does not change, no matter what path is used. VRRP-based redundancy signifi-
cantly reduces administrative overhead when compared to redundancy schemes that require
hosts to be configured with multiple default gateways.

VRRP Components

Each physical router running VRRP is known as a VRRP Router. Two or more VRRP Routers

can be configured to form a Mirtual Interface Router. (RFC 2338 calls this entity a “Virtual
Router.”) In this guide, the term Virtual Interface Router is used to distinguish this type of
entity from aVirtual Server Router, which is described itAlteon Extensions to VRRP” on

page 9-184When the term Virtual Router is used herein, the concept applies to both Virtual
Interface Routers and Virtual Server Routers. Each VRRP Router may participate in one or
more Virtual Interface Routers.

A Virtual Interface Router acts as a default or next hop gateway for hosts on a LAN. Each Vir-
tual Interface Router consists of a user-configivietlal Router Identifier (VRID) and an IP
address.

The VRID is used to build thértual Router MAC Address. The five highest order octets of
the Virtual Router MAC Address are the standard MAC prefix (00-00-5E-00-01) defined in
RFC 2338. The VRID is used to form the lowest order octet.

One, but not more than one of the VRRP Routers in a Virtual Interface Router may be config-

ured as the IP Address Owner. This router has the Virtual Interface Router's IP address as its
real interface address. This router, when up, responds to packets addressed to the Virtual Inte
face Router's IP address for ICMP pings, TCP connections, and so on.

There is no requirement for any VRRP Router to be the IP Address Owner. Most VRRP instal-
lations choose not to implement an IP Address Owner. For the purposes of this chapter, VRRF
Routers that are not the IP Address Owner are cRHatrs.
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Within each Virtual Router, one of the VRRP routersis selected to be the Virtual Router Mas-
ter. See “Determining Which VRRP Router Is the Master” on page 9fb82n explanation of
the selection process.

NOTE — If the IP Address Owner is available, it will always become the Virtual Router Master.

The Virtual Router Master forwards packets sent to the Virtua Interface Router. It al so responds
to ARP requests sent to the Virtual Interface Router’s | P address. Finally, it sends out periodic
advertisements, to let other VRRP Routers know it is alive and it's priority (explained below).

Within a Virtual Router, the VRRP routers not selected to be the Master are known as Virtua
Router Backups. Should the Virtual Router Master fail, one of the Virtual Router Backups
becomes the Master and assumesiits responsibilities.

The above points areillustrated in Figure 9-5. The Alteon switches in the diagram have been
configured as VRRP Routers. They form a Virtual Interface Router.

Internet

VERF Houter VERF Houter

VRID = |
Rauter #] = Master-Active
VH 1P sl d ress = 208 1TH0 2226
MAC address = (00 5E. 000001
Prinriy = 255

1P Imierfire = 205 ITH1323

VRID = |

Rauter 82 = Bachup - Standhy

VR 1P sddress = 205171323
MAC sddress = 00000 SE. 0060100
Priariy = 100

Virmal Interface Router icrin P R

¥ ' Host #1
- Defanlt Gareway = 205.178.13.226

Figure 9-5 VRRP Router Example 1

The switch on the left hasitsreal interface configured with the I P address of the Virtual Inter-
face Router and is therefore the IP Address Owner. Asaresult, it is also the Virtual Router
Master. The switch on the right of the figure is a Virtual Router Backup. Itsreal interfaceis
configured with an I P address that is on the same subnet asthat of the Virtual Interface Router
but that is not the IP address of the Virtual Interface Router.

The Virtua Interface Router has been assigned a VRID = 1. Therefore, both of the VRRP
Routers have a MAC address = 00-00-5E-00-01-01.

Alteon Systems Chapter 9: High-Availability m 181
050087A, May 2000



WebOS 8.0 Application Guide

VRRP Operation

The host shown in Figure 9-5 is configured with the Virtual Interface Router's |P address as its
default gateway. The Master forwards packets destined to remote subnets and respondsto ARP
reguests. Since, in this example, the Master is also the Virtual Interface Router’s IP Address
Owner, it also responds to ICMP ping requests and | P datagrams destined for the Virtual Inter-
face Router’s | P address. The Backup does not forward any traffic on behalf of the Virtual
Interface Router, nor does it respond to ARP requests.

If the Owner is not available, the Backup becomes the Master and takes over responsibility for
packet forwarding and responding to ARP requests. However, since this switch is not the
Owner, it does not have areal interface configured with the Virtual Interface Router’'s IP
address.

Determining Which VRRP Router Is the Master

Each VRRP Router that is not an Owner is configured with a priority between 1 - 254. Per the
VRRP standard, an Owner has a priority = 255. A bidding process determines which VRRP
Router is or becomes the Master; that is the VRRP Router with the highest priority. Since
Owners have a priority higher than the range permitted for non-Owners, the |P Address
Owner, if any, isaways the Master for the Virtual Interface Router, aslong asit is available.

The Master periodically sends out advertisements to an |P multicast address. Aslong asthe
Backups receive these advertisements, they remain in the backup state. If a Backup does not
receive an advertisement for three advertisement intervals, it initiates a bidding process to
determine which VRRP router has the highest priority. That VRRP router then takes over as
Master.

A backup router can stop receiving advertisements for one of two reasons - the Master can be
down, or al communications links between the Master and the Backup can be down. If the
Master has failed, it is clearly desirable for the Backup (or one of the Backups, if there’'s more
than one) to become the Master.

NOTE — If the Master is healthy but communication between it and the Backup hasfailed, then
therewill be two Masterswithin the Virtual Router. To prevent thisfrom happening, it is strongly
recommended that redundant links be used between the switches that form a Virtual Router.

If, at any time, a Backup router determines that it has higher priority than the current Master
does, it can preempt the Master, unlessit is configured not to do so. In preemption, the Backup
begins to send its own advertisements. The current Master will see that the Backup has higher
priority and stop functioning as the Master. The Backup will then see that the Master has
stopped sending advertisements and assume the role of Master.

182 m Chapter 9: High-Availability Alteon 05008§/¥§Ater£0%
. May



WebOS 8.0 Application Guide

Active-Standby Failover

The text above describes using a group of VRRP routers to form asingle Virtual Interface
Router. It implements a traditional hot-standby configuration. VRRP can also be used to imple-
ment active-standby configurations. In the example shown in Figure 9-6, the switch on the left
is Master for the Virtua Interface Router with VRID = 1 and Backup for the Virtual Interface
Router with VRID = 2. The switch on the right is Master for the Virtual Interface Router with
VRID = 2 and Backup for the Virtual Interface Router with VRID = 1. In this manner, both
routers can actively forward traffic at the same time, but not for the same interface.

Internat

VRID =1 iz e VRID = |

Houter #1 = Master- Active Honter #1 = Rackup-Sitandhy

VR IP addresz= 105178.13.226 VR IP address = 20517813126
MAC address = D0-00-SE-00-01-01 MAC address = (-00-FE-00-01-01

Priority = 255

IF interface = 20517313226

Priority = 100
IF interfoce = I05178.13.225

Hust #1 ] Host &2
Diefanilt Gateway = 205178.13.226 ._F'- [ ! Defualy Gateway = J05178.13.240

Figure 9-6 VRRP Router Example 2
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Alteon Extensions to VRRP

This section describes enhancements to VRRP that are implemented in WebOS.

Virtual Server Routers

WebOS supports Virtual Server Routers. They extend the benefits of VRRP to VIP addresses
used to perform server load balancing.

Virtual Server Routers operate for V1P addresses in much the same manner as Virtual Interface
Routers operate for IP interfaces. A Master is negotiated via a bidding process, during which
information about each VRRP Router’s priority is exchanged. Only the Master processes pack-
ets destined for the V1P address and responds to ARP requests. The Master sends periodic
advertisements. If a Backup does not receive an advertisement within a specified period, it ini-
tiates the bidding process to determine which VRRP Router takes over as Master. If, at any
time, a Backup determines that it has higher priority than the current Master does, it can pre-
empt the Master and become the Master itself, unless configured not to do so.

One difference between Virtual Server Routers and Virtual Interface Routersis that the con-
cept of an IP Address Owner does not apply to Virtual Server Routers. All Virtual Server Rout-
ers are Renters. For a Virtual Server Router, the Master always respondsto ICMP ping
requests if sharing (see below) is not enabled. If sharing is enabled, the switch where the ping
request initially enters the Virtual Server Router responds.

All Virtual Routers, whether Virtual Server Routers or Virtual Interface Routers, operate inde-
pendently of one ancther; that is, their priority assignments, advertisements and Master negoti-
ations are separate. For example, when you configure a VRRP Router’s priority in a Virtua
Server Router, you are not affecting that VRRP Router’s priority in any Virtua Interface
Router or another other Virtual Server Router of which it isapart. However, because of the
requirement that MAC addresses be unique on aLAN, VRIDs must be unique among all Vir-
tual Routers, whether Virtual Interface Routers or Virtual Server Routers.
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Sharing/Active-Active Failover

WebOS supports sharing of interfaces at both Layer 3 and Layer 4, as shown in Figure 9-7.
With sharing, an IP interface or a V1P address can be active simultaneously on multiple
switches, enabling active-active operation.

Intemnat Buckup-Active VR #1
s 17813
0 10 -02 = a1 00 0 11-0
Backup-Active VR #2 Master-Active VR a2
VRID =4 - VRID = 4

VIP= 205.178.13240
MAC nddress = 00.00-5E-00-01-04

VIFF = 205.174.13240
MAC widress = 00-D0-5E-00-01-04

S

d # "

Figure 9-7 Active-Active High Availability

When sharing is used, incoming packets are processed by the switch on which they enter the
Virtual Router. Thisis determined by external factors such as routing and Spanning Tree con-
figuration.

NOTE — Sharing cannot be used in configurations where incoming packets have more than one
entry point into the Virtual Router, such as instances where a hub is used to connect the
switches.

When sharing is enabled, the Master election process still occurs. Although the process does
not affect which switch processes packets that must be routed or that are destined for the VIP
address, it does determine which switch sends advertisements and responds to ARPs sent to the
Virtual Router’s IP address.

Alteon WebSystems strongly recommends that sharing, rather than active-standby configura-
tions, be used whenever possible. Sharing offers both better performance and fewer service
interruptions in the face of fault conditions than active-standby configurations.
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Tracking

WebOS supports a tracking function that dynamically modifies the priority of a VRRP Router,
based on its current state. The objective of tracking is to have, whenever possible, the Master
bidding processes for various Virtual Routersin a LAN converge on the same switch and to
ensure that the selected switch isthe one that offers optimal network performance. For tracking
to have any effect on Virtual Router operation, preemption must be enabled.

Tracking only affects hot standby and active-standby configurations. It does not have any
effect when sharing; that is, active-active, configurations are used.

WebOS can track the attributes listed in Table 9-1:

Table 9-1 VRRP Tracked Parameters

Parameter

Description

Number of Virtual Routersin Master
mode on the switch

Number of IP interfaces active on the
switch

Number of active ports on the same
VLAN

Number of physical switch ports that
have active Layer 4 processing on this
switch

Thisisuseful for making sure that traffic for any
particular client/server pair is handled by the same
switch, increasing routing and load balancing effi-
ciency. This parameter influences the VRRP
Router’s priority in both Virtual Interface Routers
and Virtual Server Routers.

An IPinterface is considered active when thereis at
least one active port on the same VLAN. This helps
elect the Virtual Routers with the most available
routes as the Master. This parameter influences the
VRRP Router’s priority in both Virtual Interface
Routers and Virtual Server Routers.

This helps elect the Virtual Routers with the most
available ports as the Master. This parameter influ-
ences the VRRP Router’s priority in both Virtual
Interface Routers and Virtual Server Routers.

This helps elect the main Layer 4 switch asthe Mas-
ter. This parameter influences the VRRP Router's
priority in both Virtual Interface Routers and Virtual
Server Routers.
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Table 9-1 VRRP Tracked Parameters

Parameter Description

Number of healthy real serversbehind This helps elect the switch with the largest server
the VIP address that isthe same asthe pool asthe Master, increasing Layer 4 efficiency.

| P address of the Virtual Server Router This parameter influences the VRRP Router’s prior-
on the switch ity in Virtual Server Routers only.

In networks where the Hot Standby This helps elect the switch closest to the master
Router Protocol (HSRP) is used for HSRP router as the Master, optimizing routing effi-
establishing router failover, the num-  ciency. This parameter influences the VRRP

ber of Layer 4 client-only ports that Router’s priority in both Virtual Interface Routers
receive HSRP advertisements and Virtual Server Routers.

Each tracked parameter has a user-configurable weight associated with it. As the count associ-
ated with each tracked item increases (or decreases), so does the VRRP Router’s priority, sub-
ject to the weighting associated with each tracked item. If the priority level of aBackup is
greater than that of the current Master, then the Backup can assume the role of the Master.
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Redundancy Configurations

Alteon WebSystems switches offer flexibility in implementing redundant configurations. This
section discusses three of the more useful and easily deployed configurations. Thefirst runs a
Virtual Server Router in an active-standby configuration. The second runs one Virtual Server
Router, employing an active-active configuration.

Active-Standby Virtual Server Router Configuration

Figure 9-8 shows an example configuration where two Alteon web switches are used as VRRP
Routersin an active-standby configuration, implementing a Virtual Server Router. Active-
standby redundancy should be used in configurations that cannot support sharing, that is, con-
figurations where incoming packets will be seen by more than one switch, such as instances
where a hub is used to connect the switches. In this configuration, when both switches are
healthy, only the Master responds to packets sent to the VIP,

./.- -~ ; ’ g \ 2 . . '
S L %, "\-\.._\__ '
/o ) N/ e .
i s tﬂ i
Rerver 1 ol ar Server 4
RIF1 = 205,01 74.13.101 Corver ] Corvar 4 RIPL = 205.178.13.104

RIP2= 20517813105 grpl=205178.13102 RIF] = 205.173.13.003 RIP 2= 305.175.13.103

RIF 2= 205.178.13.10¢ RIF 2= 205 17813107

Figure 9-8 Active-Standby High Availability Configuration

Although this example shows only two switches, there is no limitation on the number of
switches used in aredundant configuration. It’s possible to implement an active-standby con-
figuration across al the VRRP-capable switchesin aLAN.

Asin the active-active example, each V RRP-capable switch in an active-standby configuration
is autonomous. Switchesin a Virtual Router need not be identically configured.
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To implement the active-standby example, perform the following switch configuration:

1. Configurethe appropriate Layer 2 and Layer 3 parameterson both switches.

Thisincludes any required VLANS, IP interfaces, default gateways, and so on. If IP interfaces
are configured, none of them should use the V1P address described in Step 4.

2. Defineall needed filters.

With WebOS release 5.2.13, this must be done on both switches. For |ater WebOS releases, the
filters may be configured on one switch and pushed to the other switch in Step 5.

3. Configureall required SLB parameterson one of the switches.

For the purposes of this example, assume that the switch on the left is configured in this step.
Required Layer 4 parameters include a VIP = 205.178.13.226 and one real server group with
four real servers, RIP=205.178.13.101, RIP = 205.178.13.102, RIP = 205.178.13.103 and
RIP =205.178.13.104.

4. Configurethe VRRP parameterson the switch.

Thisincludesthe VRID = 2, the VIP = 205.178.13.226 and the priority. Enable tracking and set
the parameters appropriately (refer to “Configuring Tracking” on page 203Make sure to dis-
able sharing.

5. Synchronizethe SLB and VRRP configurations, by pushing the configuration from the
switch on theleft to the one on theright.

Use the oper/ sl b/ sync command.

6. Changethereal serversin theright-hand switch’s configuration to RIP = 205.178.13.105,
RIP =205.178.13.106, RIP =205.178.13.107 and RIP = 205.178.13.108.

Adjust the right-hand switch’s priority appropriately (S$€enfiguring Tracking” on page 203

In this example, with the left-hand switch as the Master, if a link between the left-hand switch
and a server fails, the server will fail health checks and be taken out of the load-balancing algo-
rithm. Assuming that tracking is enabled and is configured to take into account the number of
healthy real servers for the Virtual Router's VIP address, the left-hand switch's priority will be
reduced. If it is reduced to a value lower than the right-hand switch's priority, the right-hand
switch will assume the role of Master.

NOTE — Inthis case, all active connections being serviced by theleft-hand switch’'s VIP will be
severed.
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If the link between the left-hand (M aster) switch and its Internet router fails, the protocol used
to distribute traffic between the routers, for example OSPF, will reroute traffic to the other
router. The right-hand (Backup) switch will act as aLayer 2/3 switch and forward all traffic
destined to the VIP to the left-hand switch.

If the entire left-hand (Master) switch fails, the protocol used to distribute traffic between the
routers, such as OSPF, will reroute traffic to the right-hand router. The right-hand (Backup)
switch/router will detect that the Master has failed because it will stop receiving advertise-
ments. The Backup will than assume the Master’s responsibility of responding to ARPs and
issuing advertisements.

Active-Active VIR and VSR Configuration

Figure 9-9 shows an example configuration where two Alteon web switches are used as VRRP
Routersin an active-active configuration implementing a Virtual Server Router. As noted ear-
lier, thisisthe preferred redundant configuration.
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Figure 9-9 Active-Active High Availability Configuration

Although this example shows only two switches, there is no limitation on the number of
switches used in aredundant configuration. It’s possible to implement an active-active config-
uration and perform load sharing between all of the VRRP-capable switchesin a LAN.

In this configuration, when both switches are healthy, both |oad balance packets are sent to the
VIP. Thisresultsin higher capacity and performance than if the switches were used in an
active-standby configuration.
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The switch on which aframe enters the Virtual Server Router is the one that processes that
frame. Theingress switch is determined by external factors such as routing and Spanning Tree
configuration.

NoOTE — Each VRRP-capabl e switch is autonomous. There is no requirement that the switches
inaVirtual Router be identically configured. Different switch models with different numbers
of ports and different enabled services may be used in a Virtual Router.

To implement this example, perform the following switch configuration procedure:

1. Configurethe appropriate Layer 2 and Layer 3 parameterson both switches.

Thisincludes any required VLANS, IP interfaces, default gateways, and so on. If |P interfaces
are configured, none of them should use the V1P address described in Step 4.

2. Defineall needed filters.

With WebOS release 5.2.13, this must be done on both switches. For |ater WebOS rel eases, the
filters may be configured on one switch and pushed to the other switch in Step 5.

3. Configureall required SLB parameterson one of the switches.

For the purposes of this example, assume that the switch on the left (in Figure 9-9) is config-
ured in this step. Required Layer 4 parametersinclude aVIP = 205.178.13.226 and one real
server group with two real servers, RIP = 205.178.13.101 and RIP = 205.178.13.102.

RIP = 205.178.13.103 should be configured as a backup server to RIP = 205.178.13.101 and
RIP = 205.178.13.104 should be configured as a backup server to RIP = 205.178.13.102.

NOTE — In this configuration, each server's backup is attached to the other switch. This ensures
that operation will continue if all of the servers attached to a switch fail.

4. Configurethe VRRP parameterson the switch.

Thisincludesthe VRID = 2, the VIP address = 205.178.13.226 and the priority. Make sureto
enable sharing.

5. Synchronizethe SLB and VRRP configurations by pushing the configuration from the
switch on theleft to the one on theright.

Usethe/ oper/ sl b/ sync command.

Alteon Systems Chapter 9: High-Availability m 191
050087A, May 2000



WebOS 8.0 Application Guide

6. Reversetherolesof thereal serversand their backupsin theright switch’s configuration.

Make RIP = 205.178.13.103 and RIP=205.178.13.104 the real serversand
RIP = 205.178.13.101 and RIP = 205.178.13.102 their backups, respectively.

In this configuration, if alink between a switch and a server fails, the server will fail health
checks and its backup (attached to the other switch) will be brought online. If alink between a
switch and its Internet router fails, the protocol used to distribute traffic between the routers,
for example, OSPF, will reroute traffic to the other router. Since all traffic now enters the Vir-
tual Server Router on one switch, that switch will process all incoming connections.

The same thing happens if an entire switch fails. If an entire switch fails and that switchisa
Master, the Backup will detect this fact because it will stop receiving advertisements. In this
case, the Backup will assume the Master's responsibility of responding to ARPs and issuing
advertisements.

You should think carefully before setting maxconns in this configuration. Information about
maxconnsis not shared between switches. Therefore, if aserver isused for norma operation
by one switch and is activated simultaneously as abackup by the other switch, the total number
of possible connections to that server will be the sum of the maxconnslimitsfor that server on
both switches.
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Active/Active Server Load Balancing Configuration

In this example, you will set up 4 virtual servers (VIPs), each load balancing 2 servers provid-
ing 1 service (for example, HTTP) per VIP.

You will beload balancing HTTR, HTTP-S, POP3, SMTP, and FTP. Each protocol will be load
balanced via a different VIP. You could load balance all of these services on one VIP, but in

this example we will use four distinct VIPs to illustrate the benefits of active/active failover.

We'll set up one switch, dump out the configuration script (also called a text dump), edit it, and
dump the configuration into the peer switch.

NoTE — Configuring the switch for active-active failover should take no longer than 15 min-
utes to complete. You can use either the WebOS Browser-Based Interface (BBI) or the Com-
mand Line Interface (CLI) for configuration.

Procedure #1: Background Configuration

1. DefinethelP interfaces.

The switch will need an IP interface for each subnet that it will be connected to, so it can com-
municate with devices attached to it. Each interface will need to be placed in the appropriate
VLAN. Inour example, Interfaces#1, 2, 3, and 4 will bein VLAN 2 and Interface #5 will bein
VLAN 1

NOTE — On Alteon WebSystems switches, you are not restricted to configuring only one sub-
net per VLAN.

To configure the IP interfaces for this example, enter the following commands from the CLI:

>> Main# /cfglip/if 1 (Select IP interface #1)
>> | P Interface 1# addr 10.10.10.10 (Assign IP address for the interface)
>> | P Interface 1# vlan 2 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface #1)

Repeat this sequence of commands for each interface listed below:

B [F#110.10.10.10

B [F#220.10.10.10
B |F#330.10.10.10
B [F#440.10.10.10
B [F#5200.1.1.10
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2. Definethe VLANS.

In this configuration, we need to set up 2 VLANS: One for the outside world (the ports con-
nected to the upstream switches - towards the routers) and one for the inside (the ports con-
nected to the downstream switches - towards the servers).

>> Mai n# /cf g/ vl an <VLAN-number> (Globally disable STP)
>> vlan 1# add <port-number> (Add a port to the VLAN member ship)
>> vlan 1# ena (Enable VLAN #1)

Repeat this command for the second VLAN.

B VLAN#1-IF#5- physical ports connected to upstream switches have membership.

B VLAN#2-I1Fs#1,2,3,4- physical ports connected to downstream switches have member-
ship

3. Disable Spanning Tree.

Spanning Tree can be turned off in this configuration. Reboot the switch to turn Spanning Tree
off after disabling it using the following command:

>> Main# /cfg/stp off (Globally disable STP)

4. Enable|P Forwarding.

You need to enable IP forwarding if the VIP and RIPs are on different subnets or if the switch
is connected to different subnets and those subnets need to communicate through the switch
(which they almost always do). If you arein doubt as to whether to enable I P forwarding or
not, enable it. In our example, the VIP and RIPs are indeed on different subnets so enable this
feature using the following command:

>> Main# /cfg/ip fwd on (Enable I P forwarding)
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Procedure #2: Server Load Balancing Configuration
1. Definethe Real Servers

The RIPs are defined and put into 4 groups, depending on the service they are running. Notice
that RIPs#7 and 8 are on routable subnets. Thisis done to support passive FTP.

For each real server, you must assign areal server number, specify its actual |P address, and
enable the real server. For example:

>> Main# /cfg/slb/real 1 (Server Aisreal server 1)
>> Real server 1 # rip 10.10.10.5/24 (Assign Server A IP address)
>> Real server 1 # ena (Enablereal server 1)

Repeat this sequence of commands for the following real servers:

RIP#1 10.10.10.5/24
RIP#210.10.10.6/24
RIP #320.10.10.5/24
RIP #4 20.10.10.6/24
RIP #5 30.10.10.5/24
RIP #6 30.10.10.6/24
RIP #7 200.1.1.5/24

RIP#8 200.1.1.6/24

2. Definethe Real Server Groups, adding the appropriatereal servers.

This combines the three real serversinto one service group:

>> Real server 8 # /cfg/slb/group 1 (Select real server group 1)
>> Real server group 1# add 1 (Add real server 1togroup 1)
>> Real server group 1# add 2 (Add real server 2to group 1)

Repeat this sequence of commands for the following real server groups:

B  Group #1 — Add RIP #1 and #2
B  Group #2 — Add RIP #3 and #4
B  Group #3 — Add RIP #5 and #6
B  Group #4 — Add RIP #7 and #8
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3. Definethevirtual servers.

After defining the VIPs and associating them with areal server group number, you must tell
the switch which | P ports/services/sockets you want to load balance on each VIP.

>> Real server group 4 # /cfg/slb/virt 1 (Selectvirtual server 1)

>> Virtual server 1# vip 200.200.200.100 (Assignavirtual server |P address)
>> Virtual Server 1# service 80

>> Virtual server 1 http Service# group 1 (Associatevirtual portto real group)
>> Virtual server 1# ena (Enable the virtual server)

Repeat this sequence of commands for the following virtual servers:

B VIP#1 200.200.200.100 Will Load Balance HTTP (Port 80) to Group 1

B VIP#2200.200.200.101 Will Load Balance HTTP-S (Port 443) to Group 2

B VIP#3200.200.200.102 Will Load Balance POP/SMTP (Ports 110/25) to Group 3
B VIP#4 200.200.200.104 Will Load Balance FTP (Ports 20/21) to Group 4

4. Definetheclient and server port states.

Defining a client port statestells that port to be on the lookout for any frames destined for the

VIP and load balance them if they are destined for aload balanced service. Defining a server

port state tells the port to the do the re-mapping (NAT’ing) of the RIP back to the VIP. Note the
following:

B The ports connected to the upstream switches (the ones connected to the routers) will nee
to be client port state.

B The ports connected to the downstream switches (the ones providing fan out for the serv-
ers) will need to be server port state.

Configure the ports using the following sequence of commands:

>> Virtual server 4# /cfg/slb/port 1 (Select physical switch port 1)

>> SLB port 1# client ena (Enable client processing on port 1)

>> SLB port 1# ../port 2 (Select physical switch port 2)

>> SLB port 2# server ena (Enable server processing on port 2)
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Procedure #3: Virtual Router Redundancy Configuration
1. Configure Virtual Routers?2, 4, 6, and 8.

These virtual routers will have the same IP addresses as the VIP’s. This is what tells the switch
that these are Virtual Service Routers (VSRS). The reason we use even numbers is that the
VRIDs on VSRs need to be even with Layer 3 bindings disabled (default setting). The only
time you might enable layer bindings is if you are doing UDP load balancing. In this case, the
VSR’s VRID would need to be an odd number. In this example, Layer 3 bindings are left in
their default configuration which is disabled so the VRIDs need to be even.

Configure a virtual router using the following sequence of commands:

>> Virtual server 4# /cfg/vrrp/vr 2 (Select virtual router 2)

>> Virtual router 2 vrid 2 (Set virtual router 1D)

>> Virtual router 2 addr 200.200.200.100 (Assignvirtual router IP address)
>> Virtual router 2 if 5 (Assign virtual router interface)
>> Virtual router 2 ena (Enable virtual router 2)

Repeat this sequence of commands for the following virtual routers:

B VR #2-VRID 2 - IF #5 (associate with IP interface #5) — Address 200.200.200.100
B VR #4-VRID 4 - IF #5 (associate with IP interface #5) — Address 200.200.200.101
B VR #6 - VRID 6 - IF #5 (associate with IP interface #5) — Address 200.200.200.103
B VR #8- VRID 8 - IF #5 (associate with IP interface #5) — Address 200.200.200.104

2. ConfigureVirtual Routers 1, 3,5, and 7.

These virtual routers will act as the default gateways for the servers on each respective subnet.
Because these Virtual Routers are survivable next hop/default gateways, they are called VIR's.
There is no restriction as to the VRID number on a VIR.

Configure each virtual router listed below, using the sequence of commands in Step 1.

B VR #1-VRID 1 - IF #1 (associate with IP interface #1) — Address 10.10.10.1
B VR #3- VRID 3 - IF #2 (associate with IP interface #2) — Address 20.10.10.1
B VR #5- VRID 5 - IF #3 (associate with IP interface #3) — Address 30.10.10.1
B VR #7 - VRID 7 - IF #4 (associate with IP interface #4) — Address 40.10.10.1
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Set therenter priority for each virtual router.

We want Switch #1 to be the Master router, so we need to bump the default virtual router prior-
ities, which are 100, to 101 on virtual routers 1-4 to force this switch to be the Master for these
virtual routers.

Use the following sequence of commands:

>> Virtual server 4# /cfg/vrrp/vr 1
>> Virtual router 1 prio 101

(Select virtual router 1)
(Set virtual router priority)

Apply this sequence of commands to the following virtual routers, assigning each a priority of
101:

B VR#1- Priority 101
B VR#2- Priority 101
B VR#3- Priority 101
B VR#4- Priority 101
Configure priority tracking parametersfor each Virtual Router.

For this example, the best parameter(s) to track on is Layer 4 ports (14pts).

Use the following command:

>> Virtual server 4# /cfg/vrrp/vr 1/track | 4pts(Setprioritytracking
parameter for virtual router 1,
electing virtual router with most
available ports as the master
router.)

Repeat this command for the following virtual routers:

VR #1 - Track 14pts
VR #2 - Track |4pts
VR #3 - Track 14pts
VR #4 - Track |4pts

VR #5 - Track 14pts
VR #6 - Track |4pts
VR #7 - Track 14pts
VR #8 - Track |4pts

Switch #1 configuration isdone.
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Configuring Switch # 2
The procedure to dump the configuration script (text dump) out of Switch #1 is described below.

If you have been using the WebOS Browser-Based | nterface (BBI) to configure the switch, you

need a serial cablethat isa DB-9 Maeto DB-9 Female, straight-through (not a null modem)

cable. Connect to the switch from your computer with the cable. Open HyperTerminal (or the

terminal program of your choice) and connect to the switch using the following parameters:

Baud: 9600, Data Bits: 8, Parity: None, Stop Bits:1, Flow Control: None. If you are using
HyperTerminal, the only thing that needs to be changed from the default settingsis the Baud

Rate and Flow Control. Once you are connected to the switch, start logging your session in
HyperTerminal (transfer/capture text). Save the file as “Customer Name” Switch #1, then type
the following command in the switch command line interfadey/ dunp. A script will be

dumped out. Stop logging your session (transfer/capture text/stop).

1. Openthetext filethat you just created and change the following:

B Delete anything above “Script Start”

B Delete the two lines directly below “Script Start.” These two lines identify the switch from
which the dump was taken, as well as giving the date and time. If we leave these two lines
in, it will confuse Switch #2 when we dump in the file.

B Change the last octet in all the IP interfaces from .10 to .11. Find this ih ¢éihg/ i p/

i f 1/addr 10.10. 10. 10. Simply delete the “0” and put in a “1.” Be sure to do this
for all the IP interfaces, otherwise we’ll have duplicate IP addresses in the network.

2. ChangetheVirtual Router priorities. Virtual Routers 1-4 need to have their priority set
to 100 from 101 and Virtual Routers5-7 need to have their priorities set to 101 from 100.
You can find thisinline/ cf g/ vrrp/vr 1/vrid 1/if 1/prio 101.

3. Scroll to the bottom of the text file and delete anything past “Script End.”

4. Save the changes to the text file as “Customer Name” Switch #2.

Go to the second switch. If there is any configuration on it, delete it by setting it back to
factory settings using the following command:

>> Mai n# /[ boot/conf factory/reset

You can tell if the switch is at factory default when you log on to it because the switch will
prompt you if you want to use the step by step configuration process. When it does this
respond: “No.”

5. InHyperTerminal, goto transfer/send text file and send the Switch #2 text file. The config-
uration will dump into the switch. Simply type “apply”, then “save” after that. When you
can type characters in the terminal session again, reboot the switchtjoot / r eset ) .
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Virtual Router Deployment Considerations

To prevent network problems when deploying Virtual Routers, you should review the issues
described in this section.

Mixing Active-Standby and Active-Active Virtual Routers

If the network environment can support sharing, enableit for all Virtual Routersin the LAN. If
not, use active-standby for al Virtual Routers. Do not mix active-active and active-standby
Virtual Routersin a LAN. Mixed configurations have not been tested, may result in unex-
pected operational characteristics, and therefore are not recommended.

VRRP Active/Active Synchronization

The old hot-standby failover required the primary and secondary switches to have identical
configurations and port topology. With VRRP and active/active failover, thisis optional. Each
switch can be configured individually with different port topology, server load balancing, and
filters. If you would rather force two active/active switches to use identical settings, you can
synchronize their configuration using the following command:

/ oper/ sl b/ sync IP_address

The sync command copies the following settings to the switch at the specified |P interface
address:;

B VRRP settings
B Server Load Balancing settings (including SLB port settings)
B Filter settings (including filter port settings)

If you perform the sync command, you should check the configuration on the target switch to
ensure that the settings are correct.

NOTE — In WebOS version 5.2.21, the sync command also copies | P proxy settings to the tar-
get switch. This creates duplicate | P addresses on your network. To correct this problem, you
must reconfigure each IP proxy on the target switch to use a unique | P address.
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VRRP, STP, and Failover Response Time

VRRP active/active failover is significantly different from the hot-standby failover method
supported in previous releases. As shown in Figure 9-10, active-active configurations can
introduce loops into complex LAN topologies.
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Figure 9-10 Loops in Active-Active Configuration

Using STP to Eliminate Loops

VRRP generally requires Spanning-Tree Protocol (STP) to be enabled, in order to resolve
bridge loops that usually occur in cross-redundant topologies like the one shown in Figure
9-11. In this example, a number of loops are wired into the topology. STP resolves |oops by
blocking ports where looping is detected.

Routers ACEswitches Switches = Servers
PV =
~ =
.

Figure 9-11 Cross-redundancy Creates Loops, but STP Resolves Them

One drawback to using STP with VRRP is the failover response time. STP could take as long
as 45 seconds to re-establish alternate routes after a switch or link failure.
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Using VLANSs to Eliminate Loops

When using VRRP, you can decrease failover response time by using VLANSs instead of STP
to separate traffic into non-looping broadcast domains. An example is shown in Figure 9-12:

Routers ACEswitches Switches -: Servers

1n

............

VLAN #1 is for switch-to-switch
e and external routing

VLAN #2 groups the first sub-

-; eeeee* switch with the
- ACEswitches
" = VLAN #3 groups the second
- =r=r=osub- switch with the
ACEswitches

Figure 9-12 VLANSs can be used to Create Non-looping Topologies.

This topology alows STP to be disabled. On the ACEswitches, IP routing allows traffic to
cross VLAN boundaries. The servers use the ACEswitches as default gateways. For port fail-
ure, traffic is rerouted to the aternate path within one health-check interval (configurable
between 1 and 60 seconds, with adefault of 2 seconds).

VRRP Virtual Router ID Numbering

During the software upgrade process, VRRP virtual router IDs will be automatically assigned
if failover is enabled on the switch. When configuring virtual routers at any point after
upgrade, virtual router ID numbers (/ cf g/ vrrp/ vr # vri d) must be assigned in accor-
dance with the following restrictions:

B Thevirtual router ID may be configured as any number between 1 and 255 when the vir-
tual router |P address is not assigned the same value as a virtual server |P address.

B Thevirtual router ID must be configured as an odd number between 1 and 255 under the
following circumstance:

O Thevirtual router uses Layer 4 services (its virtual router IP addressis the same as
assigned to avirtual server) and ...

O Layer 3binding isturned on for the virtual server (by enabling thel ayr 3 option on
the virtual server menu: / cf g/ sl b/ virt

B Thevirtual router ID must be configured as an even number between 2 and 254 under the
following circumstance:

O Thevirtua router uses Layer 4 services (its virtual router IP addressis the same as
assigned to avirtual server) and ...

O Layer 3binding isturned off for the virtual server (by disablingthel ayr 3 option on
the virtual server menu: / cf g/ sl b/ virt
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Configuring Tracking

Proper tracking configuration depends very much on user preferences and network environ-
ment. As aresult, careful thought is required to properly implement tracking.

Consider the configuration shown in Figure 9-8 on page 188. Assume that the user wants the
following behavior in their network:

B The switch on the left will be the Master router upon initial bring up.

B If the switch on the left isthe Master and it has one active server fewer than the switch on
theright, it remains the Master.

B The user wantsthis behavior because s/he believes running one server down is less disrup-
tive than bringing a new Master online and severing all active connections in the process.

B If the switch on the left is the Master and it has two or more active servers fewer than the
switch on the right, the switch on the right becomes the Master.

B If theswitch on theright isthe Master, it remains the Master even if servers arerestored to
the point on the left-hand switch where the | eft-hand switch has one fewer or an equal
number of servers.

B If theswitch ontheright isthe Master and it has one active server fewer than the switch on
theleft, the switch on the left becomes the Master.

The user can implement this behavior by configuring tracking as follows:
1. Setthepriority for theleft-hand switch to the default value of 100.
2. Setthepriority for theright-hand switch to 96.

3. On both switches, enabletracking based on the number of Virtual Routersin Master
mode on the switch and set the value = 5.

4. On both switches, enable tracking based on the number of healthy real serversbehind
the VIP addressthat isthe same asthe | P address of the Virtual Server Router on the
switch and set the value = 6.

Initially, the switch on the left will have a priority of 100 (basevalue) + 5 (sinceit will initialy
be the Master) + 24 (4 active real serversx 6 per real server) = 129. The switch on the right
with have a priority of 96 (base value) + 24 (4 active real servers X 6 per real server) = 120.

If one server attached to the |eft-hand switch fails, the left-hand switch'’s priority will be
reduced by 6 to 123. Since 123 is greater than 120 (the right-hand switch’s priority), the left-
hand switch will remain the Master.

If a second server attached to the left-hand switch fails, the left-hand switch’s priority will be
reduced by 6 more to 117. Since 117 isless than 120 (the right-hand switch’s priority), the
right-hand switch will become the Master. At this point, the left-hand switch'’s priority will fall
by 5 more and the right-hand switch’s will rise by 5 because the switches are tracking how
many Masters they are running. So, the left-hand switch’s priority will settle out at 112 and the
right-hand switch’s priority at 125.

Alteon Systems Chapter 9: High-Availability m 203
050087A, May 2000



WebOS 8.0 Application Guide

When both servers are restored to the left-hand switch, that switch’s priority will rise by 12 (2
healthy real servers X 6 per healthy server) to 124. Since 124 isless than 125, the right-hand
switch will remain the Master.

If, at this point, a server fails on the right-hand switch, its priority will fall by 6 to 119. Since
119 isless than 124, the left-hand switch will become the Master. Its priority will settle out at
129 (sinceit's now the Master) while the right-hand switch’s will drop by 5 more to 114.

We see from the above that the user’s goals were met by the configured tracking parameters.

NOTE — Thereis no shortcut to setting tracking parameters. The goals must first be set and the
outcomes of various configurations and scenarios analyzed to find settings that meet the goals.

Using the /oper/sib/sync Command

As noted above, each VRRP-capable switch is autonomous. Switchesin a Virtual Router need
not beidentically configured. As aresult, configurations cannot be synchronized automatically.

For user convenience, it is possible to push a configuration from one VV RRP-capabl e switch to
another using the /oper/slb/sync command. However, care must be taken when using this com-
mand to avoid unexpected results.

Using WebOS Release 5.2.13, all server load balancing and VRRP parameters can be pushed
using the/ oper / sl b/ sync command. Filter configurations are not pushed by this release.
In later WebOS rel eases, both server load balancing and filter configurations are pushed.

Port specific parameters, such aswhat filters are applied and enabled on what ports, are part of
what is pushed by the/ oper / sl b/ sync command. Asaresult, if the/ oper/ sl b/ sync
command is used, it is highly recommended that the hardware configurations and network con-
nections of all switchesin the Virtual Router be identical. That is, each switch should be the
same model, have the same line cards in the same dlots (if modular) and have the same ports
connected to the same external network devices. Otherwise, unexpected (and unpleasant)
results may occur if the/ oper / sl b/ sync command attempts to configure a non-existent
port or applies an inappropriate configuration to a port.

Using the /cfg/slb/sync Command

To synchronize the configuration between two switches, a peer must be configured on each
switch. Switches being synchronized must use the same administrator password. Peers are sent
SLB, FILT, and VRRP configuration updates using /oper / sl b/ synch.
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CHAPTER 10
Secure Switch Management

To limit access to the switch’'s Management Processor without having to configure filters for
each switch port, you can set a source | P address (or range) that will be allowed to connect to
the switch IP interface through Telnet, SSH, SNMP, or the WebOS Web interface. Thiswill
also help prevent spoofing or attacks on the switch’s TCP/IP stack.

The allowed management IP address range is configured using the systerandnmask
options available on the command-line interface System Merfug/ sys).

NOTE — Themet and nmask commandsinthe/ cf g/ sl b menu are used for a different
purpose.

When an | P packet reaches the Management Processor, the source | P address is checked
against the range of addresses defined by nmet and nrask. If the source address of the host
or hosts are within this range, then they are allowed to attempt to log in. Any packet addressed
to aswitch IP interface with a source | P address outside this rangeis discarded silently.

Example: Assume that the et is set to 192.192.192.0, and the nmask is set to
255.255.255.128. This defines the following range of IP addresses: 192.192.192.0 to
192.192.192.127.

B A host with asource IP address of 192.192.192.21 falls within the defined range and
would be allowed to access the switch Management Processor.

B A host with asource IP address of 192.192.192.192 falls outside the defined range and is
not granted access. To make this source IP address valid, you would need to shift the host
to an IP address within the valid range specified by the rmet and nmask, or modify the
met to be 192.192.192.128 and the nrask to be 255.255.255.128. Thiswould put the
192.192.192.192 host within the valid range allowed by the met and nmask
(192.192.192.128-255).

NoTE — When the met and nmmask Management Processor filter is applied, RIP updates
received by the switch will be discarded if the source | P address of the RIP packet(s) falls out-
side the specified range. This can be corrected by configuring static routes.
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Secure Switch Management

Secured switch management is needed for environments that perform significant management
functions across the Internet. The following are some of the functions for secured manage-
ment:

B Authentication of remote administrators

Authentication is the action of determining who the administrator is; it usually involves a
name and a password. The password can be either a fixed password or a challenge-
response query.

B Authorization of remote administrators

Once an administrator has been authenticated, authorization is the action of determining
what that user is allowed to do. Authorization does not merely provide yes or no answers,
but may also customize the service for a particular administrator.

B Encryption of management information exchanged between the remote administrator and
the switch

Examples of protocolsto encrypt management information are SSH and SSL. WebOS
supports the encryption of management information, using SSH, on AD4 and A184 Web
switches.

Authentication and Authorization

NoTE — While authentication and authorization (AA) protocols and servers are designed to
authenticate remote dial-up users, in addition to authorizing remote access capabilitiesto users,
this overview is focussed on using the AA model to authenticate and authorize remote admin-
istrators for managing a switch.

The AA model is based on aclient/server model. The "remote access server” (the switch) isa
client to the back-end database server. A remote user (the remote administrator) interacts only
with the remote access server, not the back-end server and database.

Two prominent "AA" protocols used to control dial-up access into networks are Cisco’s
TACACS+ (Terminal Access Controller Access Control System) and Livingston Enterprise’s
RADIUS (Remote Authentication Dial-In User Service). WebOS 8.0 supports only the
RADIUS authentication method.
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Components
The required components for authorization and authentication are listed bel ow:
B A remote administrator

B The switch with authentication and authorization protocol support, acting asaclient in the
AA model

B A backend authentication and authorization server that performs the following functions:
O Authenticates remote administrators
O Checks the remote administrator’s authorization to access the switch
O Optionaly, tracks and log the administrator’s activity while logging on

B An AA (authorization and authorization) database that contains information about autho-
rized administrators and their specific capabilities and privileges

Authorization and Authentication Procedure

The steps below describe the process that a remote administrator would go through to get
authenticated and authorized for managing a switch, using the RADIUS AA protocol.

1. Remoteadministrator connectsto the switch and providestheir user name and pass-
word.

2. Usingthe RADIUS protocol, the switch sends requestsfor authentication and authoriza-
tion to the authentication/authorization server.

3. Theauthentication/authorization server checksthe user name/password combination
against itsuser 1D database.

4. Usingthe RADIUS protocol, the authentication/authorization server instructsthe switch
to grant or deny the administrator accessto the switch, based on its defined capabilities
and privileges.
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RADIUS Authentication

RADIUS is an access server authentication, authorization, and accounting protocol, used to
secure remote access to networks and network services against unauthorized access.

RADIUS is comprised of three components:

B A protocol with aframe format that utilizes UDP over |P: Based on RFC 2138
B A centralized server that stores all the user authorization information
B A client: in this case, the switch

The operation of RADIUS authentication and authorization protocol is similar to the "AA"
model described above. The switch, acting as the RADIUS client, will communicate to the
RADIUS server to authenticate and authorize a remote administrator using the protocol defini-
tions specified in RFC 2138. Transactions between the client and RADIUS server are authenti-
cated through the use of a shared secret, which is never sent over the network. In addition, the
remote administrator passwords are sent encrypted between the RADIUS client (the switch)
and the back-end RADIUS server.

SWITCH AND PROVIDES
AME AND PASSWORD

pram—— - ) 4. AUTHENTICATION
~ SERVER INSTRUCTS THE w
\ \_/_j SWITCH TO GRANT OR
. DENY ADMIN ACCESS 3. AUTHENTICATION

SERVER CHECKS
REQUEST AGAINST THE
USER ID DATABASE

=

"
==
|§

S
2l

2. USING AUTHENTICATION/
AUTORIZATION PROTOCOL
SWITCH SENDSREQUEST TO
AUTHENTICATION SERVER

Figure 10-1 Authentication and Authorization: How It Works
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RADIUS Authentication Features in WebQOS

B Support of RADIUS client on the switch, based on the protocol definitionsin RFC 2138.

B Anoption for the administrator to enable/disable support of RADIUS authentication and
authorization.

The default is to disable the use of RADIUS for authentication and authorization.
B The RADIUS secret password can be up to 32 bytes. It can be less than 16 octets.

B Support of a"secondary authentication server" so that when the primary authentication
server is unreachable, the switch can send client authentication requests to the "secondary
authentication server".

Usethe/ cf g/ sys/ radi us/ cur command to show the currently active RADIUS
authentication server.

B RADIUS server retries and the timeout value are user-configurable. The value parameters
are

O Timeout value = 1-10 seconds
O Retries=1-3

The switch will timeout if it does not see response from the RADIUS server in (1-3)
seconds. The switch will also automatically retry to the RADIUS servers before it
declares the server is down.

B Support of user-configurable RADIUS application port. The default is 1645/udp based on
RFC 2138.

B Network administrator can define privileges for one or more specific users to access the
switch at the RADIUS user database. The following user accounts listed in Table 10-1 can
be defined in the RADIUS server dictionary file:
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Table 10-1 User Access Levels

User Account

Description and Tasks Performed

Password

User

SLB Operator

Layer 4 Operator

Operator

SLB Administrator

Layer 4 Administrator

Administrator

The User has no direct responsibility for switch man-
agement. He or she can view al switch statusinfor-
mation and statistics, but cannot make any
configuration changesto the switch.

The SLB Operator manages Web servers and other
Internet services and their loads. In addition to being
ableto view all switch information and statistics, the
SLB Operator can enable/disable servers using the
Server Load Balancing operation menu.

The Layer 4 Operator manages traffic on the lines leading
to the shared Internet services. This user currently hasthe
same access level asthe SLB operator. Thislevel is
reserved for future use, to provide access to operational
commands for operators managing traffic on the line lead-
ing to the shared Internet services.

The Operator manages al functions of the switch. In
addition to SLB Operator functions, the Operator
can reset ports or the entire switch.

The SLB Administrator configures and manages
Web servers and other Internet services and their
loads. In addition to SLB Operator functions, the
SLB Administrator can configure parameters on the
Server Load Balancing menus, with the exception of
not being able to configure filters or bandwidth
management.

The Layer 4 Administrator configures and manages
traffic on the lines leading to the shared Internet ser-
vices. In addition to SLB Administrator functions,
the Layer 4 Administrator can configure all parame-
ters on the Server Load Balancing menus, including
filters and bandwidth management.

The superuser Administrator has complete access to
all menus, information, and configuration com-
mands on the switch, including the ability to change
both the user and administrator passwords.

user

sl boper

| doper

oper

sl badm n

| 4admi n

adm n
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When the user logsin, the switch authenticates their level of access by sending the
RADIUS Access- Request, the "client authentication request,” to the RADIUS authentica-
tion server.

If the remote user is successfully authenticated by the authentication server, the switch

will verify the “privileges" of the remote user and authorize the appropriate access. When
both the primary and secondary authentication servers are not reachable, the administrator
has an option to allow "backdoor" access via the console only or console and telnet access.
The default is “disable” for telnet access and “enable” for console access.

All user privileges other than those assigned to the “Administrator” have to be defined in
the RADIUS dictionary. The file name of the dictionary is RADIUS vendor-dependent.
The following user privileges are Alteon WebSystems'’s proprietary definitions.

Table 10-2 Alteon WebSystems User Access Levels

User Name/Access User-Service-Type Value
User Vendor-supplied 255
SLB Operator Vendor-supplied 254
Layer 4 Operator Vendor-supplied 253
Operator \endor-supplied 252
SLB Administrator \endor-supplied 251
Layer 4 Administrator  Vendor-supplied 250

B SecurlD support, provided RADIUS server can do ACE/Server client proxy. The pass-
word is the PIN number, plus the tokencode of securlD card.
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Secure Shell (SSH) and Secure Copy (SCP)

Although a remote network administrator can manage the configuration of an Alteon Web
switch via Telnet, this method does not provide a secure connection. Using Secure Shell (SSH)
and Secure Copy (SCP), messages between aremote administrator and the switch use secure
tunnels so that the data on the network is encrypted and secured.

NOTE — SSH/SCP features are supported only on the AD4 and A184 Web switches and can
only be configured viathe console port, using the command line interface. When SSH is
enabled, SCPis also enabled.

SSH (Secure Shell) isa protocol that enables a remote administrator to securely log into
another computer over anetwork to execute management commands. All the data sent over the
network using SSH is encrypted and secured. Using SSH gives administrators an alternate way
to manage the switch, one that provides strong security.

SCP (Secure Copy) istypically used to securely copy filesfrom one machine to another. SCP
uses SSH for encryption of data on the network. On an Alteon Web switch, SCPis used to
download and upload the switch configuration via secure channels.

The benefits of using SSH and SCP are listed below:
B Authentication of remote administrators
Administrator identification using NAME/PASSWORD

B Authorization of remote administrators
Determine the permitted actions

Customize service for individual administrators

B Encryption of management messages
M essages between remote administrator and switch are encrypted

B Secure copy support

NOTE — The WebOS implementation of SSH is based on SSH version 1.5 and supports SSH-
1.5-1.X.XX. SSH clients of other versions (especially Version 2) will not be supported.
The following SSH clients have been tested:

SSH 1.2.23 and SSH 1.2.27 for Linux (freeware)

SecureCRT 3.0.2 and SecureCRT 3.0.3 (Van Dyke Technologies, Inc.)

F-Secure SSH 1.1 for Windows (Data Fellows)
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Figure 10-2 Secure Switch Management: How It Works

Encryption of Management Messages

The supported encryption and authentication methods for both SSH and SCP are listed below:

Server Host Authentication: Client RSA-authenticates the switch in the beginning
of every connection.

Key Exchange: RSA

Encryption: 3DES-CBC, DES

User Authentication: local password authentication, RADIUS, Secur | D
(viaRADIUS, for SSH only; that is, not applied to
SCP)
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SCP Services

NoOTE — Administrator privileges are required to perform SCP commands.

Four SCP commands are supported in this service: get cf g, put cf g, put cf g_appl y, and
put cfg_appl y_save.

B get cf g isused to download switch’'s configuration to the remote host via SCP.

B put cf g isused to upload switch’'s configuration from aremote host to the switch; the
"diff" command will be automatically executed at the end of "putcfg” to notify the remote
client of the difference between the new and the current configurations.

B putcfg_apply will runthe"apply" command after the "putcfg” is done

B putcfg appl y_save will savethe new configuration to the flash after "putcfg_apply"
isdone.

Theput cf g_appl y and put cf g_appl y_save commands are provided because extra
"apply" and "save" commands are usually required after a " putcfg”, however, a SCP sessionis
not in an interactive mode at all.

RSA Host and Server Keys

To support the SSH server feature, two sets of RSA keys, host and server keys are required.
The host key is 1024 bits and is used to identify the switch. The server key is 768 bitsand is
used to make it impossible to decipher a captured session by breaking into the switch at alater
time.

When the SSH server isfirst enabled and applied, the switch will automatically generate the
host and server keys, and will then store them into the flash.

Two commands are provided to generate these two keys manually and they are / cf g/ sys/
sshd/ hkeygen and/ cf g/ sys/ sshd/ skeygen. Again, the host or server key will be
automatically stored into flash after generated.

When the switch reboots, it will retrieve the host and server keys from the flash. If these two
keys are not available in the flash and if the SSH server feature is enabled, the switch will auto-
matically generate them during the system reboot.

The switch can also automatically regenerate the RSA server key. To set the interval of RSA
server key auto-generation, use this command:

>> # [cfgl/sys/sshd/intrval <n> ‘
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where n (number of hours) must be in the range (0..24) and a value of 0 denotes that RSA
server key auto-generation is disabled. When n is greater than 0, the switch will auto-generate
the RSA server key every n hours; however, RSA server key generation will be skipped if the
switch is busy doing other key or cipher generation when the timer expires.

Radius Authentication

SSH/SCP is integrated with RADIUS authentication. After the RADIUS server isenabled in
the switch, all subsequent SSH authentication requests will be re-directed to the specified
RADIUS servers for authentication. The redirection is transparent to the SSH clients.

Secure ID Support

SSH/SCP can a so work with SecurlD, atoken card-based authentication method. The use of
SecurlD requires the interactive mode during login which is not provided by the SSH connec-
tion.

To login using SSH without difficulties, you need to use a special username, “ace,” to log in, in
order to bypass the SSH authentication. After an SSH connection is established, you will then
be prompted to enter the username and password (the SecurlD authentication is being per-
formed now). You will need to provide your actual username and the token in your SecurlD
card as a regular Telnet user will do in order to log in.

To use SCP, you need to use SCP-only administrator’s password (thasispddmoption

under the cf g/ sys/ sshd/ menu to bypass the checking of SecurID. Alternately, you can
configure a regular administrator with a fixed password in the RADIUS server if it can be sup-
ported. A regular administrator with a fixed password in the RADIUS server can perform both
SSH and SCP without additional authentication being required.

A SCP-only administrator’s password is typically used when SecurlD is used. For example, it
can be used in an automation program (in which the tokens of SecurlD are not available) to
back up (download) the switch configurations each day.

NoOTE — The SCP-only administrator’s password must be different from the regular administra-
tor's password. If the two passwords are the same, the administrator using that password will
not be allowed to login as a SSH user since the switch will recognize him as the SCP-only
administrator and only allow the administrator access to SCP commands.
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Configuring SSH/SCP

NOTE — SSH/SCP can only be configured viathe console port, using the CL1I.

To enable/disable the SSH/SCP feature, use this command:

‘ >> # [ cfg/sys/sshd/on ‘

To set the interval of RSA server key auto-generation, use this command:

‘ >> # [cfg/sys/sshd/intrval <n> ‘

where n (number of hours) must be in the range (0..24) and avalue of 0 denotes that RSA
server key auto-generation is disabled. When n is greater than 0, the switch will auto-generate
the RSA server key every n hours; however, RSA server key generation will be skipped if the
switch is busy doing other key or cipher generation when the timer expires.

To enable or disable the SCP apply and save (i.e., SCP putcfg_apply and putcfg_apply _save
commands), use these commands:

>> # [cfgl/sys/sshd/ ena
>> # [cfgl/sys/sshd/dis

To view the current SSH/SCP related configuration, use this command:

>> # [cfgl/sys/sshd/ cur

To view the difference between the new configuration and the current configuration, use this
command:

‘>>#diff ‘

To apply the pending changes from the new configuration, use this command:

| >> # apply |

NOTE — If SSH/SCPis enabled and an appl y command isissued, the switch will automati-
cally generate the RSA host and server keys if they are not available. It will take several min-
utes to complete this process.
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To save the current configuration to flash, use this command:

>> # save

Usually, there will be no need to manually generate the RSA host and server keys. However,
you may still do so by using the following commands:

>> # [cfgl/sys/sshd/ hkeygen Generates the host key.
>> # [ cfgl/sys/sshd/ skeygen Generates the server key.

NOTE — These two commands will take effect immediately without the need of an appl y
command being issued.

Some Supported Client Commands

NOTE — Up to four simultaneous Telnet/SSH/SCP connections are supported on a switch.

B Tologin to the switch:

ssh <switch ip>or ssh - | <username> <switch_ip>
B To download the switch configuration using SCP:

scp <switch_ip>: get cf g <local_filename>
B To upload the configuration to the switch:

scp <local_filename> <switch_ip>: put cf g

Some examples are listed below:

>> # ssh 205.178. 15. 157

>> # ssh -1 dleu 205.178. 15. 157

>> # scp 205.178.15. 157: getcfg ad4.cfg
>> # scp ad4.cfg 205.178. 15. 157: putcfg

where 205.178.15.157 is the | P address of the switch.

Please also note that appl y and save commands are still needed after the last command
(scp ad4.cfg 205.178. 15. 157: put cf g) isissued. Or, instead, you can use the fol-
lowing commands to avoid the "apply and save" issue;

>> # scp ad4.cfg 205.178. 15. 157: put cf g_appl y
>> # scp ad4.cfg 205.178. 15. 157: put cf g_appl y_save
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CHAPTER 11

VLANS

This chapter describes network design and topology considerationsfor using VLANS.

Virtual Local Area Networks (VLANS) are commonly used to split up groups of network users
into manageabl e broadcast domains, to create logical segmentation of workgroups, and to
enforce security policies among logical segments.

Basic VLANS can be configured during initial switch configuration (see “Using the Setup Util-
ity” in Chapter 3 of th&\ebOS 8.0 Command Reference). More comprehensive VLAN config-
uration can be done from the command-line interface (see “VLAN Configuration” as well as
“Port Configuration” in Chapter 7 of théebOS Command Reference).

VLAN ID Numbers

WebOS supports up to 246 VLANSs per switch. Even though the maximum number of VLANs
supported at any given time is 246, each can be identified with any number between 1 and
4094.

VLANSs are defined on a per-port basis. Each port on the switch can belong to one or more
VLANS, and each VLAN can have any number of switch ports in its membership. Any port
that belongs to multiple VLANs, however, must have VLEaging enabled (see below).

Each port in the switch has a configurable default VLAN number, known Rglils The fac-
tory default value of all PVIDs is 1. This places all ports on the same VLAN initially, although
each port’s PVID is configurable to any VLAN number between 1 and 4094.

Any non-tagged frames (those with no VLAN specified) are classified with the sending port’s
PVID.
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VLAN Tagging

WebOS software supports 802.1Q VLAN tagging, providing standards-based VLAN support
for Ethernet systems.

Tagging placesthe VLAN identifier in the frame header, allowing multiple VLANS per port.
When you configure multiple VLANS on a port, you must also enable tagging on that port.

Since tagging fundamentally changes the format of frames transmitted on a tagged port, you
must carefully plan network designs to prevent tagged frames from being transmitted to
devicesthat do not support 802.1Q VLAN tags.

VLANSs and Spanning-Tree

When Spanning-Tree is enabled on the switch, it detects and eliminates logical loopsin a
bridged or switched network. When multiple paths exist, Spanning-Tree configures the net-
work so that a switch uses only the most efficient path. If that path fails, Spanning-Tree auto-
matically sets up another active path on the network to sustain network operations.

If you configure the switch with Spanning-Tree, there will be a single instance of Spanning-
Tree per switch, regardless of the number of configured VLANSs in an enabled state.

VLANSs and the IP Interfaces

Careful consideration must be made when creating VLANSs within the switch, such that com-
munication with the switch Management Processor (MP) remains possible whereit is required.

Accessto the switch for remote configuration, trap messages, and other management functions

can only be accomplished from stations that are on VLANswhich include an I P interface to the
switch (see “IP Interface Menu” in Chapter 7 of ¥iebhOS Command Reference). Likewise,
access to management functions can be cut off to any VLAN by excluding IP interfaces from
its membership.

For example, if all IP interfaces are left on VLAN #1 (the default), and all ports are configured
for VLANSs other than VLAN #1, then switch management features are effectively cut off. If
an IP interface is added to one of the other VLANS, the stations in that VLAN all have access
to switch management features.
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VLAN Topologies and Design Issues

By default, the WebOS 8.0 software has asingle VLAN configured on every port. This groups
all portsinto the same broadcast domain. This VLAN hasan 802.1Q VLAN PVID of 1. Since
in this default only asingle VLAN is configured per port, VLAN tagging is turned off.

Since VLANSs are most commonly used to create individual broadcast domains and/or separate

IP subnets, it is useful for host systems to be able to have presence on more than one VLAN
simultaneously. Alteon WebSystems’ Web switches and ACEnic adapters have the unique
capability of being able to support multiple VLANS on a per port or per interface basis, allow-
ing very flexible configurations.

You can configure multiple VLANSs on a single ACEnic adapter, with each VLAN being con-
figured through a logical interface and logical IP address on the host system. Each VLAN con-
figured on the adapter must also be configured on the switch port to which it is connected. If
multiple VLANSs are configured on the port, tagging must be turned on.

Using this flexible multi-VLAN system, you can logically connect users and segments to a
host with a single ACEnic adapter that supports many logical segments or subnets.

Example #1: Multiple VLANS with Tagging Adapters

Server #1
= \/LAN #3
-

Server #2

»  ACEnic
Gigabit/Tagged
(Al VLANS)

Shared Media

W' wWf wFf wNF W
e

[ & - [ 3 - [ & - [ & -

PC #1 PC #2 PC #3 PC #4 PC #5

VLAN #2 VLAN #2 VLAN #1 VLAN #3 ACEnic
Gigabit/Tagged
VLAN #1 & #2

Figure 11-1 Example #1: Multiple VLANs with Tagging ACEnic Adapters
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The features of this VLAN are described bel ow:

Component Description

WebOS Web  Thisswitch is configured for three VLANS that represent three different 1P sub-

switch nets.
Two servers and five clients are attached to the switch.

Server #1 Thisserver is part of the VLAN #3 and only has presence in one IP subnet.
The port that it is attached to is configured only for VLAN #3, so VLAN
tagging is off.

Server #2 A high-use server that needs to be accessed from all VLANs and IP subnets. This

server has an Alteon WebSystems ACEnic adapter installed with VLAN tagging
turned on. The adapter is attached to one of the WebOS Web switch’s Gigabit
Ethernet ports, which is configured for VLANSs #1, #2, and #3, and also has tag-
ging turned on. Because of the VL AN tagging capabilities of both the adapter and
the switch, the server is able to communicate on all three IP subnetsin this net-
work, but continues to maintain broadcast separation between all three VLANSs
and subnets.

PCs#land#2 These PCs are attached to a shared media hub that is then connected to
the switch. They belong to VLAN #2, and are logically in the same IP
subnet as Server #2 and PC #5. Tagging is not enabled on their switch

port.

PC #3 A member of VLAN #1, this PC can only communicate with Server #2
and PC #5.

PC #4 A member of VLAN #3, this PC can only communicate with Server #1

and Server #2.

PC #5 A member of both VLAN #1 and VLAN #2, this PC has an Alteon Web-
Systems’ ACEnic Gigabit Ethernet Adapter installed. It is able to com-
municate with Server #2 via VLAN #1, and to PC #1 and PC #2 via
VLAN #2. The switch port to which it is connected is configured for both
VLAN #1 and VLAN #2, and has tagging turned on.

NoTE — VLAN tagging is only required on ports that are connected to other Alteon Web-
Systems’ web switches, or on ports that connect to tag-capable end-stations, such as servers
with Alteon WebSystems’ ACEnic Gigabit Ethernet Adapters.
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Figure 11-2 Example #2: Parallel Links with VLANs

The following items describe the features of this example:

Alteon
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Example #2 shows how, through the use of VLANS, it is possible to create configurations
where there are multiple links between two switches, without creating broadcast loops.

Two Alteon WebSystems’ WebOS switches are connected with two different Gigabit
Ethernet links. Without VLANS, this configuration would create a broadcast loop, but the
Spanning-Tree Protocol (STP) Topology Resolution process resolves parallel loop-creat-
ing links.

With VLANS, neither switch-to-switch link shares the same VLAN and thus, are separated
into their own broadcast domains.

Ports #1 and #2 on both switches are on VLAN #10; Ports #3 and #4 on both switches are
on VLAN #22. Ports #5 and #6 on both switches are on VLAN #32; and port #9 on both
switches are on VLAN #109.

It is necessary to turn off Spanning-Tree on at least one of the switch-to-switch links, or
alternately turned off in both switches. Spanning-Tree executes on a per-network level, not
a per-VLAN level. STP Bridge PDUs will be transmitted out both connected Gigabit
Ethernet ports and be interpreted by the connected switch that there is a loop to resolve.

Spanning-Tree is not VLAN-aware. Therefore, any VLAN configuration that might

involve a parallel link from an STP perspective must be taken into account during network
design. Alteon WebSystems recommends that you avoid topologies such as these, if at all
possible.
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CHAPTER 12
Jumbo Frames

To reduce host frame processing overhead, the Alteon WebSystems’ ACEnic adapters and
WebOS Web switches, both running operating software version 2.0 or greater, can receive and
transmit frames that are far larger than the maximum normal Ethernet frame. By sending one
Jumbo Frame instead of myriad smaller frames, the same task is accomplished with less pro-
cessing.

The switches and the ACEnic adapter support Jumbo Frame sizes up to 9022 octets. These can
be transmitted and received between ACEnic adapter-enabled hosts through the switch across
any VLAN.

Isolating Jumbo Frame Traffic using VLANS

Jumbo Frame traffic must not be used on a VLAN where there is any device that cannot pro-
cess frame sizes larger than Ethernet maximum frame size.

Additional VLANSs can be configured on the adapters and switches to support non-Jumbo
Frame VLANS for servers and workstations that do not support extended frame sizes. End-sta-
tions with an ACEnic adapters installed and attached to switches can communicate across both
the Jumbo Frame VLANs and regular frame VLANSs at the same time.

In the example illustrated iRigure 12-1 on page 12-22he two servers can handle Jumbo
Frames but the two clients cannot; therefore Jumbo Frames should only be enabled and used
on the VLAN represented by the solid lines, but not for the VLAN with the dashed lines.
Jumbo Frames are not supported on ports configured for half-duplex mode.
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Figure 12-1 Jumbo Frame VLANs

Routing Jumbo Frames to Non-Jumbo
Frame VLANS

When IP Routing is used to route traffic between VLANS, the switch will fragment jumbo
UDP datagrams when routing from a Jumbo Frame VLAN to a non-Jumbo Frame VLAN. The
resulting Jumbo Frame to regular frame conversion makes implementation even easier.
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CHAPTER 13

IP Routing

This chapter provides configuration background and examples for using the switch to perform
routing functions.

IP Routing Benefits

IP Routing allows the network administrator to seamlessly connect server | P subnets to the rest
of the backbone network, using a combination of configurable IP switch interfaces and 1P rout-
ing options.

The IP Routing feature enhances Alteon WebSystems’ Server Switching solution in the fol-
lowing ways:

B It provides the ability to perform Server Load Balancing (using both Layer 3 and Layer 4
switching in combination) to server subnets which are separate from backbone subnets.

B By automatically fragmenting UDP Jumbo Frames when routing to non-Jumbo Frame
VLANS or subnets, it provides another means to invisibly introduce Jumbo Frames tech-
nology into the Server Switched network.

B It provides the ability to seamlessly route IP traffic between multiple VLANs configured
in the switch.

Example of Routing Between IP Subnets

The physical layout of most corporate networks has evolved over time. Classic hub/router
topologies have given way to faster switched topologies, particularly now that switches are
increasingly intelligent. ACElerate powered switches, in fact, are now smart enough and fast
enough to perform routing functions on par with wire speed Layer 2 switching.

The combination of faster routing and switching in a single device provides another service: it
allows you to build versatile topologies that account for legacy configurations.
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For example, consider the following topology migration:

Admin. Subnet '[f' Admin/Sales ¥
e ——R[F
=~ \'r' ST
Hub Switch o
Eng. Subnet '[f' Eng/Staff2/Sales '[f
= _ /'[f -
s \l'f' e T
u Switch N
Staff Subnet '[f' Staff/Eng2 nr
—i L —— "
b \.'r' . \""I'f'
Hu Switch
Server Server
Subnet = Subnet
— = = ==
? z \ IACEswnch
FDDI

EDDI )) Router
Internet

Internet Router

Figure 13-1 The Router Legacy Network

In this example, a corporate campus has migrated from a router-centric topology to afaster,
more powerful switch-based topology. Asis often the case, the legacy of network growth and
redesign has left the system with a hodge-podge of illogically distributed subnets. Thisisasit-
uation that switching alone cannot cure. Instead, the router is flooded with cross-subnet com-
munication. This compromises efficiency in two ways:

B Routers can be slower than switches. The cross-subnet side trip from the switch to the
router and back again adds two hops for the data, slowing throughput considerably.

B Traffic to the router increases, worsening any congestion.

Even if every end-station on the network could be moved to better logical subnets (a daunting
task), competition for access to common server pools on different subnets still burdens the
routers.

This problem is solved by using Alteon WebSystem'’s web switches with built-in IP Routing
capabilities. Cross-subnet LAN traffic can now be routed within the WebOS-powered switches
with wire speed Layer 2 switching performance. This not only eases the load on the router, but
saves the network administrators from re-configuring each and every end-station with new IP
addresses.
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Take acloser look at the ACEswitch 180 in the example configuration:

First Floor Second Floor Third Floor
10/100 Client Subnet 10/100 Client Subnet 10/100 Client Subnet

100.20.10.1-254 131.15.15.1-254 208.31.177.1-254

-

T S e

Primary Default

Router: 205.21.17.1 1000 Mbps -
-
Iz | |'FP3 | iFua -
1000 Mbps IE#1 = |F#5[ 1000 Mbps
— IP Routing e o —
- —
Secondary Default Server Subnet:
Router: 205.21.17.2 ACEswitch 180 206.30.15.1-255

Figure 13-2 Switch-Based Routing Topology

The ACEswitch 180 connects the Gigabit Ethernet and Fast Ethernet trunks from various
switched subnets throughout one building. Common servers are placed on another subnet
attached to the switch. A primary and backup router are attached to the switch on yet another
subnet.

Without Layer 3 IP Routing on the switch, cross-subnet communication is relayed to the
default gateway (in this case, the router) for the next level of routing intelligence. The router
fillsin the necessary address information and sends the data back to the switch, which relays
the packet to the proper destination subnet using Layer 2 switching.

With Layer 3 IP Routing in place on the Alteon WebSystems’ switch, routing between differ-
ent IP subnets can be accomplished entirely within the switch. This leaves the routers free to
handle inbound and outbound traffic for this group of subnets.

As an added benefit, UDP Jumbo Frame traffic is automatically fragmented to regular Ethernet
frame sizes when routing to non-Jumbo Frame subnets. For instance, this allows servers to
communicate with each other using Jumbo Frames, and to non-Jumbo Frame devices using
regular frames, all transparently to the user.
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Example ACEswitch 180 Configuration for Subnet Routing

Prior to configuration, you must be connected to the switch command-line interface as the
administrator (see Chapter 2 in the WebOS Command Reference).

NOTE — For details about any of the menu commands described in this example, see “IP Con-
figuration” in Chapter 7 of th&debOS Command Reference.

1. Assign an IP address (or document the existing one) for each real server, router, and cli-
ent workstation.

In our example topology iRigure 13-2 on page 22fhe following IP addresses are used:

Table 13-1 Subnet Routing Example: IP Address Assignments

Subnet Devices IP Addresses

#1 Primary and Secondary Default Routers 205.21.17.1 and 205.21.17.2
#2 First Floor Client Workstations 100.20.10.1-254

#3 Second Floor Client Workstations 131.15.15.1-254

#4 Third Floor Client Workstations 208.31.177.1-254

#5 Common Servers 206.30.15.1-254

2. Ontheswitch, assign an I P interface for each subnet attached to the switch.

Since there are five IP subnets connected to the switch, five IP interfaces are needed:

Table 13-2 Subnet Routing Example: IP Interface Assignments

Interface Devices IP Interface Address
IF#1 Primary and Secondary Default Routers 205.21.17.3
IF#2 First Floor Client Workstations 100.20.10.16
IF#3 Second Floor Client Workstations 131.15.15.1
IF#4 Third Floor Client Workstations 208.31.177.2
IF#5 Common Servers 206.30.15.200
230 m Chapter 13: IP Routing Alteon Systems
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These are configured using the following commands at the CLI:

>> Main# /cfglip/if 1 (Slect IP interface 1)
>> | P Interface 1# addr 205.21.17.3 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface 1)
>> |P Interface 1# ../if 2 (Select IP interface 2)
>> | P Interface 2# addr 100.20.10. 16 (Assign IP address for the interface)
>> | P Interface 2# ena (Enable IP interface 2)
>> |P Interface 2# ../if 3 (Select IP interface 3)
>> | P Interface 3# addr 131.15.15.1 (Assign IP address for the interface)
>> | P Interface 3# ena (Enable IP interface 3)
>> |P Interface 3# ../if 4 (Slect IP interface 4)
>> | P Interface 4# addr 208.31.177.2 (Assign IP address for the interface)
>> | P Interface 4# ena (Enable IP interface 4)
>> |P Interface 4# ../if 5 (Select IP interface 5)
>> | P Interface 5# addr 206. 30. 15. 200 (Assign IP address for the interface)
>> | P Interface 5# ena (Enable IP interface 5)

3. Set each server and workstation’s default gateway to point to the appropriate switch IP
interface (the one in the same subnet as the server or workstation).
4. On the switch, configure the default gateways to point to the routers.

This allows the switch to send outbound traffic to the routers:

>> |P Interface 5# /cfg/ip/gw 1 (Select primary default gateway)
>> Default gateway 1# addr 205.21.17.1 (Point to primary router)

>> Default gateway 1# ena (Enable primary default gateway)
>> Default gateway 1# ../gw 2 (Select secondary default gateway)
>> Default gateway 2# addr 205.21.17.2 (Point to secondary router)

>> Default gateway 2# ena (Enable secondary default gateway)

5. On the switch, enable, apply, and verify the configuration.

>> o fwd

>>
>>
>>

Def aul t gateway 2#
| P Forwar di ng# on

| P Forwar di ng# apply
I P Forwardi ng# ../cur

(Select the IP Forwarding Menu)
(Turn IP forwarding on)

(Make your changes active)
(View current | P settings)

Examine the resulting information. If any settings are incorrect, make any appropriate changes.

6. On the switch, save your new configuration changes.

>> | P# save (Save for restore after reboot)

Alteon Systems
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Another Option: Adding VLANS to the Routing Example

Therouters, servers, and clients in the example above are al in the same broadcast domain. If
limiting broadcastsis desired in your network, you could use VLANSs to create distinct broad-
cast domains. For example, you could create one VLAN for the routers, one for the servers,
and one for the client trunks.

In this exercise, we are adding to the previous configuration.

Determine which switch portsand I P interfaces belong to which VL ANSs.

The following table adds ports and VLANSs information:

Table 13-3 Subnet Routing Example: Optional VLAN Ports

VLAN Devices IP Interface Switch Port

#1 First Floor Client Workstations 3 1
Second Floor Client Workstations 4 2
Third Floor Client Workstations 5 3

#2 Primary Default Router 1 4
Secondary Default Router 2 5

#3 Common Servers#1 6 6
Common Servers #2 7 7

2. Ontheswitch, set the default VLAN for each port:

>> # [cfg/port 1 (Select port for First Floor)
>> Port 1# pvid 1 (Set default to VLAN 1)
>> Port 1# ../port 2 (Select port for Second Floor)
>> Port 2# pvid 1 (Set default to VLAN 1)
>> Port 2# ../port 3 (Select port for Third Floor)
>> Port 3# pvid 1 (Set default to VLAN 1)
>> Port 3# ../port 4 (Select port for default router 1)
>> Port 4# pvid 2 (Set default to VLAN 2)
>> Port 4# ../port 5 (Select port for default router 2)
>> Port 5# pvid 2 (Set default to VLAN 2)
>> Port 5# ../port 6 (Select port for common server 1)
>> Port 6# pvid 3 (Set default to VLAN 3)
>> Port 6# ../port 7 (Select port for common server 2)
>> Port 7# pvid 3 (Set default to VLAN 3)
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>>
>>
>>
>>
>>
>>

Port 7# /cfg/vlan 1

VLAN 1# ena

VLAN 1# ../vlan 2

VLAN 2# ena

VLAN 2# ../vlan 3

VLAN 3# ena

(Select VLAN 1, the client VLAN)
(enable VLAN 1)

(Select VLAN 2, the def. router VLAN)
(enable VLAN 2)

(Select VLAN 3, the server VLAN)
(enable VLAN 3)

4. Ontheswitch, add each IP interfaceto the appropriate VLAN.

Now that the ports are separated into three VLANS, the | P interface for each subnet must be
placed in the appropriate VLAN. From Table 13-3 on page 13-232, the settings are made as

follows:
>> VLAN 3# /cfglip/if 1 (Select IP interface 1 for def. routers)
>> | P Interface 1# vlan 2 (Setto VLAN 2)
>> |P Interface 1# ../if 2 (Select IP interface 2 for first floor)
>> | P Interface 2# vlian 1 (Setto VLAN 1)
>> |P Interface 2# ../if 3 (Select IP interface 3 for second floor)
>> | P Interface 3# vlian 1 (Setto VLAN 1)
>> |P Interface 3# ../if 4 (Select IP interface 4 for third floor)
>> | P Interface 4# vlian 1 (Setto VLAN 1)
>> |P Interface 4# ../if 5 (Select IP interface 5 for servers)
>> | P Interface 5# vlan 3 (Setto VLAN 3)

5. Ontheswitch, apply and verify the configuration.

>> | P Interface 5# apply
>> | P Interface 5# /info/vlan
>> | nformati on# port

(Make your changes active)
(View current VLAN information)
(View current port information)

Examine the resulting information. If any settings are incorrect, make the appropriate changes.

6. On theswitch, save your new configuration changes.

>> | nformati on# save

(Save for restore after reboot)
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Defining IP Address Ranges for the Local
Route Cache

The Local Route Cache lets you more efficiently use switch resources. The local network
address and local network mask parameters (accessed viathe/ cf g/ i p/ frwd/ | ocal /
add command) define arange of addresses which will be cached on the switch. Thel ocal
net wor k addr ess is used to define the base IP address in the range which will be cached,
and thel ocal net wor k nask isthe mask which is applied to produce the range. To deter-
mineif aroute should be added to the memory cache, the destination address is masked (hbit-
wise AND) with the local network mask and checked against the local network address.

By default, thelocal network address and local network mask are both set to 0.0.0.0. This pro-
duces arange that includes all Internet addresses for route caching: 0.0.0.0 through
255.255.255.255.

To limit the route cache to your local hosts, you could configure the parameters asin the fol-
lowing examples:

Table 13-4 Local Routing Cache Address Ranges

Local Host Address Range Local Network Address Local Network Mask
0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0

128.0.0.0 - 255.255.255.255 128.0.0.0 128.0.0.0

205.32.0.0 - 205.32.255.255 205.32.0.0 255.255.0.0

NoTE — All addresses that fall outside the defined range are forwarded to the default gateway.
The default gateways must be within range.
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Border Gateway Protocol (BGP)

Border Gateway Protocol (BGP) is an Internet protocol that enables routers on a network to
share routing information with each other and advertise information about the segments of the
I P address space they can access within their network with routers on external networks. BGP
allows you to decide what is the "best" route for a packet to take from your network to a desti-
nation on another network, rather than simply setting a default route from your border router(s)
to your upstream provider(s). BGP is defined in RFC 1771

Internal Routing vs. External Routing

To ensure effective processing of network traffic, every router on your network needs to know
how to send a packet (directly or indirectly) to any other location/destination in your network.
Thisisreferred to asinternal routing and can be done with static routes or using active internal
routing protocols such as RIP, RIPv2, and OSPF.

It isalso useful to tell routers outside your network (upstream providers or peers) about the
routes you have access to in your network. External networks (those outside your own), that
are under the same administrative control are referred to as autonomous systems (AS) and the
sharing of routing information between autonomous systems is known as external routing.

External BGP is used to exchange routes between different autonomous systems, while inter-
nal BGP is used to exchange routes within the same autonomous system. Internal BGP is one
of the "interior routing protocols' that you can use to do "active routing" inside your network.

Typically, an AS will have one or multiple "border routers;” peer routers that exchange routes
with other AS’s, as well as an internal routing scheme enabling every router in that AS to get to
every other router and destination within that AS.

When youadvertise routes to border routers on other autonomous systems, you are effectively
committing to carry data to the IP space represented in the route being advertised. For exam-
ple, if you advertise 192.204.4.0/24, you are declaring that if another router sends you data
destined for any address in 192.204.4.0/24, you know how to carry that data to its destination.

For each new route, if a peer is interested in that route (for example, if a peer would like to
receive your static routes and the new route is static), an update message is sent to that peer
containing the new route. For each route removed from the route table, if the route had already
been sent to a peer, a update message containing the route to withdraw is sent to that peer.

For each Internet host, you must be able to send a packet out a path to that host, and that host has
to have a path back to you. This means that whoever provides Internet connectivity to that host
must have a path to you. Ultimately, this means that they must “hear a route” which covers the
section of the IP space you're using, or you will not have connectivity to the host in question.
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CHAPTER 14

Port Trunking

This chapter provides configuration background and examples for trunking multiple ports
together.

Port Trunking Overview

Basics

Trunk groups can provide super-bandwidth, multi-link connections between Alteon Web-
Systems’ WebOS switches or other trunk-capable devices. A “trunk group” is a group of ports
that act together, combining their bandwidth to create a single, larger virtual link.

ACESW|tch 180

ey ey e e s
4 T S S :

ACEswitch 180

10/100/10000 Mbps Ethernet Server Switch
8 3T 8 T S $e ST ST
15T I T g gt

Figure 14-1 Port Trunk Group

When using port trunk groups between two ACEswitch 180 switches, for example, the net-
work administrator can create a virtual link between the switches operating up to 6 Gigabits
per second, depending on how many physical ports are combined. The switch supports up to 4
trunk groups per switch, each with 2 to 6 links.

Trunk groups are also useful for connecting an Alteon WebSystems’ switch to third-party
devices that support link aggregation, such as Cisco routers and switches with EtherChannel
technology (ot ISL Trunking technology), and Sun's Quad Fast Ethernet Adapter. Alteon
WebSystems’ trunk group technology is compatible with these devices when they are config-
ured manually.
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Statistical Load Distribution

Network traffic is statistically load balanced between the portsin atrunk group. The WebOS-
powered switch uses both the Layer 2 MAC address and Layer 3 |P address information
present in each transmitted frame for determining load distribution.

The addition of Layer 3 IP address examination is an important advance for traffic distribution

in trunk groups. In some port trunking systems, only Layer 2 MAC addresses are considered in

the distribution algorithm. Each packet's particular combination of source and destination
MAC addresses results in selecting one line in the trunk group for data transmission. If there
are enough Layer 2 devices feeding the trunk lines, then traffic distribution becomes relatively
even. In some topologies, however, only a limited number of Layer 2 devices (such as a hand-
ful of routers and servers) feed the trunk lines. When this occurs, the limited number of MAC
address combinations encountered results in a lopsided traffic distribution that can reduce the
effective combined bandwidth of the trunked ports.

By adding Layer 3 IP address information to the distribution algorithm, a far wider variety of
address combinations is seen. Even with just a few routers feeding the trunk, the normal
source/destination IP address combinations (even within a single LAN) can be widely varied.
This results in a wider statistical load distribution and maximizes the use of the combined
bandwidth available to trunked ports.

Built-In Fault Tolerance

Since each trunk group is comprised of multiple physical links, the trunk group is inherently
fault tolerant. As long as one connection between the switches is available, the trunk remains
active.

Statistical load balancing is maintained whenever a port in a trunk group is lost or returned to
service.
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Port Trunking Example

In this example, three ports will be trunked between two ACEswitch 180s.

Prior to configuring each switch in this example, you must connect to the appropriate switch’s
command-line interface as the administrator (see Chapter 2 \&Eti@S Command Refer-
ence).

NOTE — For details about any of the menu commands described in this example, see “Trunk
Configuration” in Chapter 7 of théebOS Command Reference.

1. Connect the switch portswhich will beinvolved in thetrunk group:

Switch #1 Switch #2
ACEswitch 180 ACEswitch 180

10/100/10000 Mbps Ethermet Server Switch 10/100/10000 Mbps Etheret Server Switch

=4 30 ST S 3 S EE 3 3 O 30 S ST 3 S T

§?§§W§§§ o §§§?§§T§§
1
|

Figure 14-2 Example Port Trunk Group Configuration

2. On Switch #1, definea Trunk Group.

>> Main # /cfg/trunk 1 (Select trunk group #1)
>> Trunk group 1# add 2 (Add port 2 to trunk group #1)
>> Trunk group 1# add 4 (Add port 4 to trunk group #1)
>> Trunk group 1# add 5 (Add port 5 to trunk group #1)
>> Trunk group 1# ena (Enable trunk group #1)

3. On Switch #1, apply and verify the configuration.

>> Trunk group 1# apply (Make your changes active)
>> Trunk group 1# cur (View current trunking configuration)

Examine the resulting information. If any settings are incorrect, make the appropriate changes.

4. On Switch #1, save your new configuration changes.

>> Trunk group 1# save (Save for restore after reboot)
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5. On Switch #2, repeat the process.

>>
>>
>>
>>
>>
>>
>>
>>

Main # /cfg/trunk 3 (Select trunk group #3)

Trunk group 3# add 4 (Add port 4 to trunk group #3)
Trunk group 3# add 6 (Add port 6 to trunk group #3)
Trunk group 3# add 9 (Add port 9 to trunk group #3)
Trunk group 3# ena (Enable trunk group #3)

Trunk group 3# apply (Make your changes active)

Trunk group 3# cur (View current trunking configuration)
Trunk group 3# save (Save for restore after reboot)

Switch #1 trunk group #1 is now connected to Switch #2 trunk group #3.

NOTE — In this example, both switches are Alteon WebSystems’ Web switches. If a third-party
device supporting link aggregation is used (such as Cisco routers and switches with Ether-
Channel technology, or Sun's Quad Fast Ethernet Adapter), then trunk groups on the third-
party device should be configured manually. Connection problems could arise when using
automatic trunk group negotiation on the third-party device.

6. Examinethetrunking information on each switch.

>>

/infoltrunk (View trunking information)

Information about each port in each configured trunk group will be displayed. Make sure that

trunk groups consist of the expected ports, and that each port is in the expected state.

The following restrictions apply:

B Any physical switch port can belong to no more than one trunk group.

B Up to four ports can belong to the same trunk group.

B Best performance is achieved when all ports in any given trunk group are configured for
the same speed.

B Trunking from non-Alteon WebSystems’ devices must comply with igtberChan-
nel® technology.
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RIP (Real Server)

Real Server Group

VIP (Virtual IP
Address)

SIP (Source IP
Address)

DIP (Destination IP
Address)

SPort (Source Port)

Dport (Destination
Port)

Proto (Protocol)

NAT (Network
Address Translation)

Systems

An |P addresses that the switch load balances to when requests are made to a vir-
tual 1P address (VIP).

Group of real serversthat are associated with aVIP or filter.

An |P address that the switch owns and uses to |oad balance particular service
requests (like HTTP) to other servers.

The source | P address of aframe.

The destination |P address of a frame.

The source port (application socket; for example, HTTP-80/HTTPS-443/DNS-
53).

The destination port (application socket; for example, http-80/https-443/DNS-53)

The protocol of aframe. Can be any value represented by a 8-bit valuein the IP
header adherent to the I P specification (for example, TCP, UDP, OSPF, ICMP,
and so on.)

Any time an |P address is changed from one SIP or DIP to another address, net-
work address tranglation can be said to have taken place. In general, half NAT is
when the DIP or SIP is changed from one address to another and full NAT is
when both addresses are changed from one address to another. VIP based |oad
balancing uses half NAT by design since it NAT's the DIP (destination IP
address) from the VIP (virtual 1P address) to that of one of the RIP's (real serv-
ers).
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Virtual Server Load
Balancing

Redirection or Filter-
Based Load
Balancing

VRRP (Virtual Router
Redundancy
Protocol)
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Classic load balancing. Requests destined for a virtual server IP address (VIP),
which is owned by the switch, are load balanced to areal server contained in the
group associated with the VIP. Network address tranglation is done back and
forth, by the switch, as requests come and go.

Frames come to the switch destined for the VIP. The switch then replacesthe VIP
and with one of the real server |P addresses (RIP’s), updates the relevant check-
sums, and forwards the frame to the server for which it's now destined. This pro-
cess of replacing the destination IP (VIP) with one of thereal server addresses is
called half NAT. If the frames were not half NAT ed to the address of one of the
RIPs, a server would receive the frame that was destined for it's MAC address,
forcing the packet up to Layer 3. The server would then drop the frame, since the
packet would have the DIP of the VIP and not that of the server (RIP).

A type of load balancing; one that operates differently from VIP-based load bal-
ancing. With this type of load balancing, requests are transparently intercepted
and "redirected" to aserver group. "Transparently" meaning that requests are not
specifically destined for a V1P that the switch owns. Instead, afilter is configured
in the switch. Thisfilter intercepts traffic based on certain 1P header criteria and
load balancesiit.

Filters can be configured to filter on the SIP/Range (via netmask), DIP/Range
(vianetmask), Protocol, SPort/Range or DPort/Range. The action on afilter can
be Allow, Deny, Redirect to a Server Group, or NAT (either the SIP or DIP).
When doing redirection based load balancing the DIP is NOT NATed to that of
one of thereal servers. Therefore, redirection based |oad balancing is designed to
be used to |oad balance devices that normally operate transparently in your net-
work such as afirewall, spam filter, or transparent Web cache.

A protocol that acts very similarly to Cisco’s proprietary HSRP address sharing
protocol. The reason for both of these protocols is so devices have a next hop or
default gateway that is always available. Theway it worksistwo or more devices
sharing an I P interface are either advertising or listening for advertisements.
These advertisements are sent via a broadcast message to address 224.0.0.18.

With VRRP one switch is considered the master and the other the backup. The
master is always advertising via the broadcasts. The backup switch is alwayslis-
tening for the broadcasts. Should the master stop advertising the backup will take
over ownership of the VRRP IP and MAC addresses as defined by the specifica
tion. The switch announces this change in ownership to the devices around it by
way of a Gratuitous ARP and advertisements. If the backup switch didn't do the
Gratuitous ARP the Layer 2 devices attached to the switch would not know that
the MAC address had moved in the network. For a more detailed description,
refer to RFC 2338.
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Priority

VRID (Virtual Router
Identifier)

VIR (Virtual Interface
Router)

VSR (Virtual Server
Router)

Preemption

Tracking
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A shared address between two devices utilizing VRRP, as defined in RFC 2338.
One virtual router is associated with an IP interface. Thisis one of the IP inter-
facesthat the switch is assigned. All 1P interfaces on the Alteon switches must be
inaVLAN. If there is more than one VLAN defined on the switch then the
VRRP broadcasts will only be sent out on the VLAN for which the associated |P
interface is a member of.

The value given to a Virtual Router to determine it's ranking with it’s peer(s).
Minimum valueis 1 and maximum valueis 254. Default is 100. A higher number
will win out for master designation.

A value between 1 and 255 that is used by each virtual router to createit's MAC
address and identify it's peer for which it is sharing this VRRP address. The
VRRP MAC address as defined in the RFC is 00-00-5E-00-01-{ VRID} . If you
have aVRRP addressthat two switches are sharing, then the VRID number needs
to be identical on both switches so each virtual router on each switch knows who
to share with.

A VRRP address that is an | P interface address shared between two or more vir-
tual routers.

A VRRP address that is a shared VIP address. Thisis Alteon’s proprietary exten-
sion to the VRRP spec. The switches must be ableto shareaVIPsaswell asIP
interfaces. If they didn’t the two switches would fight for ownership of the VIP
and the ARP tablesin the devices around them would get very confused since
they would have two ARP entries with the same | P address but different MAC
addresses.

Pre-emption will cause a Virtual Router that has alower priority to go into
backup should a peer Virtual Router start advertising with a higher priority.

A method to increase the priority of avirtual router and thus master designation
(with preemption enabled). Tracking can be very valuable in an active/active con-
figuration.
You can track the following:

m Vrs: Virtual Routersin Master Mode (increments priority by 2 for each)

m [fs: Active IP interfaces on the switch (increments priority by 2 for each)
m Ports: Active ports on the same VLAN (increments priority by 2 for each)
|

|4pts: Active Layer 4 Ports, client or server designation (increments priority by 2
for each

reals: healthy real servers (increments by 2 for each healthy real server)

m hsrp: HSRP announcements heard on a client designated port (increments by 10
for each)
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